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Abstract 

The Coastal Modeling System (CMS) is an integrated numerical modeling 
system for simulating nearshore waves, currents, water levels, salinity and 
sediment transport, and morphology change. The CMS was designed and 
developed for coastal inlets and navigation applications, including channel 
performance and sediment exchange between inlets and adjacent beaches. 
The present report provides an updated description of the mathematical 
formulations and numerical methods of hydrodynamic, salinity and 
sediment transport, and morphology change model CMS-Flow. The CMS-
Flow uses the Finite Volume Method on Cartesian grids and has both fully 
explicit and fully implicit time stepping schemes. A detailed description of 
the explicit time stepping scheme was provided in Militello et al. (2004) 
and Buttolph et al. (2006). The present report focuses on the recent 
changes in the mathematical formulations, and the implicit time stepping 
schemes. The CMS-Wave and CMS-Flow models are tightly coupled within 
a single “inline” code. The CMS-Wave and CMS-Flow grids may be the 
same or have different spatial extents and resolutions. The hydrodynamic 
model includes physical processes such as advection, turbulent mixing, 
combined wave-current bottom friction; wave mass flux; wind, 
atmospheric pressure, wave, river, and tidal forcing; Coriolis force; and the 
influence of coastal structures. The implicit hydrodynamic model is 
coupled to a nonequilibrium transport model of multiple-sized total-load 
sediments. The model includes physical processes such as hiding and 
exposure, bed sorting and gradation, bed slope effects, nonerodible 
surfaces, and avalanching.  
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Preface  

This report was written by the Coastal Inlets Research Program (CIRP), 
funded by the U.S. Army Corps of Engineers, Headquarters (HQUSACE).  
The CIRP is administered for Headquarters at the U.S. Army Engineer Re-
search and Development Center (ERDC), Coastal and Hydraulics Labora-
tory (CHL) under the Navigation Systems Program of the U.S. Army Corps 
of Engineers. James E. Walker is HQUSACE Navigation Business Line 
Manager overseeing CIRP. Jeff Lillycrop, CHL, is the Technical Director of 
the Navigation Systems Program. Dr. Julie Rosati, CHL, is the CIRP Pro-
gram Manager. 

CIRP conducts applied research to improve USACE capabilities to manage 
federally maintained inlets and navigation channels, which are present on 
all coasts of the United States, including the Atlantic Ocean, Gulf of 
Mexico, Pacific Ocean, Great Lakes, and U.S. territories. The objectives of 
CIRP are to advance knowledge and provide quantitative predictive tools 
to: (a) support management of federal coastal inlet navigation projects, 
principally the design, maintenance, and operation of channels and jetties, 
more effectively and reduce the cost of dredging; and (b) preserve the 
adjacent beaches and estuary in a systems approach that treats the inlet, 
beaches, and estuary as sediment-sharing components. To achieve these 
objectives, CIRP is organized in work units conducting research and 
development in computational modeling, laboratory and field 
investigations, and technology transfer.  

For the mission-specific requirements, CIRP has developed a finite-
volume model based on nonlinear shallow-water flow equations, called 
CMS-Flow, specifically for inlets, navigation and nearshore project appli-
cations. The governing equations are solved using both explicit and impli-
cit Finite Volume Method on Cartesian coordinates. The model is part of 
the Coastal Modeling System (CMS) intended to simulate nearshore 
waves, flow, sediment transport, and morphology change affecting plan-
ning, design, maintenance, and reliability of federal navigation projects.  

The work described in the report was performed under the Harbors En-
trances and Structures Branch (HN-HNH), of the Navigation Divi-
sion(HN), US Army Engineer Research and Development Center, Coastal 
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and Hydraulics Laboratory (ERDC-CHL). At the time of publication, 
Dr. Donald Ward was Acting Chief, CEERD-HN-HNH; Dr. Jackie Pettway 
was Chief, CEERD-HN; Dr. Jeff Lillycrop and Dr. Eddie Wiggins were 
Technical Directors; the Deputy Director was Dr. Richard Styles was Dep-
uty Director; and Mr. José Sánchez was the Laboratory Director. Ms. Kath-
leen Miles, ERDC Editor, ITL, reviewed and format-edited the report.  

COL Kevin Wilson was ERDC Commander. Dr. Jeffrey Holland was ERDC 
Director. 
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1 Introduction  

The Coastal Modeling System (CMS) is a numerical modeling system for 
nearshore waves, currents, water levels, sediment transport, and morphol-
ogy change (Militello et al. 2004; Buttolph et al. 2006; Lin et al. 2008; 
Reed et al. 2011). The system was developed and continues to be sup-
ported by the Coastal Inlets Research Program (CIRP), a research and de-
velopment program of the U.S. Army Corps of Engineers (USACE) that is 
funded by the Operation and Maintenance Navigation Business Line of the 
USACE. The CMS is designed for coastal inlets and navigation applica-
tions, including channel performance and sediment exchange between in-
lets and adjacent beaches. Modeling provides planners and engineers with 
essential information for reducing costs of USACE Operation and Main-
tenance activities. CIRP is developing, testing, improving, and transferring 
the CMS to Corps Districts and industry and assisting users with engineer-
ing studies.  

The overall framework of the CMS and its components are presented in 
Figure 1-1. The CMS includes a flow model (CMS-Flow) that calculates hy-
drodynamics, salinity and sediment transport, and morphology change 
model and a spectral wave transformation model (CMS-Wave). The CMS-
Wave and CMS-Flow models are tightly coupled within a single “inline” 
code and may have the same or different computational grids. CMS takes 
advantage of the Surface-water Modeling System (SMS) interface versions 
8.1 and newer (Militello et al. 2004; Zundel 2006). The SMS is used for 
grid generation, model setup, generating input files, plotting and post-
processing of results. The SMS may be used to extract boundary condi-
tions from a larger-domain simulation (Buttolph et al. 2006a). The SMS 
also provides a link between the CMS and the Lagrangian Particle Track-
ing Model (PTM) (MacDonald et al. 2006; Li et al. 2011).  
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Figure 1-1. CMS framework and its components. 

CMS-Wave is a spectral wave transformation model and solves the wave-
action balance equation using a forward marching Finite Difference Me-
thod (Mase et al. 2005; Lin et al. 2008; Lin et al. 2011a; Lin et al. 2012). 
CMS-Wave includes physical processes such as wave shoaling, refraction, 
diffraction, reflection, wave-current interaction, wave breaking, wind wave 
generation, white capping of waves, and the influence of coastal structures 
on waves.  

CMS-Flow is a two-dimensional horizontal (2DH) depth-integrated and 
wave-averaged nearshore hydrodynamic, salinity and sediment transport, 
and morphology change model. CMS-Flow calculates currents and water 
levels, including physical processes such as advection, turbulent mixing, 
combined wave-current bottom friction; wave mass flux; wind, atmos-
pheric pressure, wave, river, and tidal forcing; Coriolis force; and the in-
fluence of coastal structures (Buttolph et al. 2006a; Wu et al. 2011).  

CMS-Flow has three noncohesive sediment transport models which differ 
mainly in the assumption of the local equilibrium transport for the bed 
and suspended loads (Buttolph et al. 2006a; Sánchez and Wu 2011ab). 
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CMS-Flow can simulate any number of sediment size fractions, the inte-
ractions between size fractions, bed sorting and layering, and morphology 
change. The sediment transport model also includes processes such as 
avalanching, nonerodible surfaces, and bed slope effects.  

Typical applications of CMS-Flow include analyses of past and future na-
vigation channel performance; wave, current, and wave-current interac-
tion in channels and in the vicinity of navigation structures; and sediment 
management issues around coastal inlets and adjacent beaches. Some ex-
amples of CMS-Flow applications are: Batten and Kraus (2006), Buttolph 
et al. (2006), Zarillo and Brehin (2007), Li et al. (2009), Beck and Kraus 
(2010), Byrnes et al. (2010), Dabees and Moore (2011), Reed and Lin 
(2011), Rosati et al. (2011), Wang and Beck (2011), Beck and Legault 
(2012), and Lin et al. (2013).  

A detailed description of the theory and numerical methods for CMS (pre-
viosly called M2D) was provided in Militello et al. (2004) and Buttolph 
et al. (2006). Lin et al. (2008) provided a description of the mathematical 
formulation and verification and validation cases for the spectral wave 
model CMS-Wave. More recently, several verification and validation tests 
were presented for waves (Lin et al. 2011b), hydrodynamics (Sánchez et al. 
2011a), and sediment transport and morphology change (Sánchez et al. 
2011b). User guidance on how to setup, run, calibrate, and analyze results 
for the CMS was presented in Lin et al. (2011) and Sánchez et al. (2011a,b). 
Since the publication of Buttolph et al. (2006), there have been several 
changes and added features and processes in the hydrodynamic and sedi-
ment transport models. The purpose of the present report is to provide an 
updated description of the mathematical formulation and numerical me-
thods with focus on the aspects which have recently changed. In particu-
lar, this report focuses on the implicit temporal solution scheme for hy-
drodynamics, sediment, and salinity transport. The explicit temporal 
solution scheme is described in detail in Buttolph et al. (2006). Currently, 
the explicit and implicit versions of the CMS-Flow are being merged into a 
single code, and once that is completed, another verification and valida-
tion study will be conducted comparisons between the two temporal 
schemes using the previous and new test cases. 

The report is organized as follows. Chapter 2 presents the governing equa-
tions, parameterizations, empirical equations, boundary and initial condi-
tions for hydrodynamics, salinity and sediment transport, and morphology 
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change. Variable definitions with units are also provided. Chapter 3 
presents the numerical methods. The Finite Volume discretization is pre-
sented for a general transport equation in order to avoid redundancy. The 
fully implicit iterative solvers for hydrodynamics and total-load sediment 
transport are described in detail. Chapter 4 is the summary, and Chapter 5 
contains the references.  
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2 Mathematical Formulations 

Coordinate System 

Before presenting the depth-integrated, and wave-averaged governing eq-
uations, it is useful to define the coordinate system and basic variables. 
Variables are defined spatially in a Cartesian coordinate system 

( , , )ix x x y z= =


, where x  and y are the horizontal coordinates, and z  is 
the vertical coordinate (positive is upwards). A schematic of several of the 
main variables in the vertical direction is provided in Figure 2-1. The ver-
tical coordinate datum is usually the Still Water Level (SWL). The bed ele-
vation, bz , is measured from the vertical datum (i.e. negative downwards).  

 

Figure 2-1. Vertical conventions used for the bed and mean water surface elevation. 

 

Hydrodynamics 

This section provides a detailed description of the depth-integrated and 
wave-averaged hydrodynamic equations. The equations described here 
closely follow those presented in Phillips (1977), Mei (1983), and Svendsen 
(2006). Variable definitions and the final hydrodynamic equations are 
provided here. Detailed derivations may be obtained from the preceding 
references.  
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Variable Definitions 

The instantaneous current velocity iu  is split into:  

 i i i iu u u u′= + +  (2-1) 

in which 

iu  = current (wave-averaged) velocity [m/s] 

iu  = wave (oscillatory) velocity [m/s]with wave-average iu  = 0 be-
low the wave trough  

iu′  = turbulent velocity fluctuation [m/s]with ensemble average 

iu′  = 0 and wave average iu′  = 0  

The wave-averaged total volume flux is defined as 

 
b

i i
z

hV u dz
η

= ∫  (2-2) 

where  

h  = wave-averaged total water depth bh zη= −  (see Figure 2.1) [m] 

iV  = total mean mass flux velocity or simply total flux velocity for 
short [m/s] 

η  = instantaneous water level with respect to the Still Water Level 
(SWL) [m] 

η  = wave-averaged water surface elevation with respect to the SWL 
(see Figure 2-1) [m] 

bz  = bed elevation with respect to the SWL (see Figure 2 -1) [m] 

The total flux velocity is also referred to as the mean transport velocity 
(Phillips 1977) and mass transport velocity (Mei 1983). The current vo-
lume flux is defined as  

 
b

i i
z

hU u dz
η

= ∫  (2-3) 
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where iU  is the depth-averaged current velocity. Similarly, the wave vo-
lume flux is defined as  

 
t

wi wi iQ hU u dz
η

η
= = ∫   (2-4) 

where  

wiU  = depth-averaged wave flux velocity [m/s] 

tη  = instantaneous wave trough elevation [m] 

Therefore the total flux velocity can be written as  

 i i wiV U U= +  (2-5) 

Governing Equations 

On the basis of the above definitions, and assuming depth-uniform cur-
rents, the general depth-integrated and wave-averaged continuity and 
momentum equations can be written as (Phillips 1977; Svendsen 2006) 

 
( )j m

j

hVh S
t x

∂∂
+ =

∂ ∂  (2-6) 

 
( )

( )( )

1

j ii atm
ij c j

j i i

i si bi
t ij ij wi wj b

j j j

hV VhV phf hV gh
t x x x

Vh S R hU U m
x x x

ηε
ρ

τ τν ρ
ρ ρ ρ

∂∂ ∂∂
+ − = − −

∂ ∂ ∂ ∂

 ∂∂ ∂
+ − + − + −  ∂ ∂ ∂  .

 (2-7) 

where 

t  = time [s] 

jx  =horizontal Cartesian coordinate in the jth direction [m], j=1,2 or 

x, y 
mS = source term due to precipitation, evaporation and structures 

(e.g. culverts) [m/s] 
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cf = Coriolis parameter [rad/s] equal to 2 sinφΩ  in which Ω= 
7.29×10-5 rad/s is the earth’s angular velocity of rotation and φ  
is the latitude in degrees 

g  = gravitational constant (~9.81 m/s2) 

atmp  = atmospheric pressure [Pa] 

ρ  = water density (~1025 kg/m3) 

tν = total eddy viscosity [m2/s] 

siτ  = wind surface stress [Pa] 

ijS  = wave radiation stress [Pa] 

ijR  = surface roller stress [Pa] 

bm  = bed slope coefficient [-] 

biτ  = combined wave and current mean bed shear stress [Pa] 

The above 2DH equations are similar to those derived by Svendsen 
(2006), except for the inclusion of the water source/sink term in the con-
tinuity equation and the atmospheric pressure and surface roller terms 
and the bed slope coefficient in the momentum equation. It’s also noted 
that the horizontal mixing term is formulated slightly differently as a func-
tion of the total flux velocity, similar to the Generalized Lagrangian Mean 
(GLM) approach (Andrews and McIntyre 1978; Walstra et al. 2000). This 
approach is arguably more physically meaningful and also simplifies the 
discretization in the case where the total flux velocity is used as the model 
prognostic variable.  

Bed Shear Stresses 

Bed Roughness 

The bed roughness is specified for the hydrodynamic calculations with ei-
ther a Manning's roughness coefficient n , Nikuradse roughness height sk , 
or bed friction coefficient bc . It is important to note that the bed rough-

ness is assumed constant in time and not changed according to bed com-
position and bedforms. This is a common engineering approach which can 
be justified by the lack of data to initialize the bed composition, and the 
large error in estimating the bed composition evolution and bedforms. In 
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addition using a constant bottom roughness simplifies the model calibra-
tion. In future versions of CMS, the option to automatically estimate the 
bed roughness from the bed composition and bedforms will be added. In 
addition, the bed roughness used for hydrodynamics may not be the same 
as that which is used for the sediment transport calculations, because each 
sediment transport formula was developed and calibrated using specific 
methods for estimating bed shear stresses or velocities and these cannot 
be easily changed.  

The bed friction coefficient, bc , is related to the Manning’s roughness coef-

ficient n  by (Graf and Altinakar 1998) 

 2 1/3
bc gn h−=  (2-8) 

Commonly, the bed friction coefficient is calculated by assuming a loga-
rithmic velocity profile as (Graf and Altinakar 1998) 

 
2

0ln( / ) 1bc
z h
κ 

=  + 
 (2-9) 

where κ  =0.4 is Von Karman constant, and 0z  is the bed roughness 

length which is related to the Nikuradse roughness, sk , by 0 / 30sz k=  

(hydraulically rough flow). 

Current-Related Shear Stress 

The current bed shear stress is given by  

 ci b ic UUτ ρ=  (2-10) 

where  

ρ  = water density (~1025 kg/m3) 

bc  = bed friction coefficient [-] 

U  = current magnitude i iU U=  [m/s] 

The magnitude of the current-related bed shear stress is simply 
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 2
c bc Uτ ρ=  (2-11) 

The GM79, DATA2, and DATA13 models use the above logarithmic rela-
tionship for the bed friction coefficient. In the case of the other models, the 
bed friction coefficient is linearly interpolated in log-space using the tabu-
lated values presented in Soulsby (1997). 

Wave-Related Bed Shear Stress 

The wave-related bed shear stress amplitude is given by (Jonsson 1966) 

 21
2w w wf uτ ρ=  (2-12) 

where wf  is the wave friction factor. In the case of the DATA2 and 

DATA13 models, the wave friction factor is estimated as (Soulsby 1997) 

 0.520.237wf r−=  (2-13) 

where  

/w sgr A k= = relative roughness [-] 

502.5sgk d=  = grain-related roughness [m] 

( )/ 2w wA u T π=  = semi-orbital excursion.  

In the case of the F84, HT91, DSK88, and GM79 methods, the wave fric-
tion factors are linearly interpolated in log-space using the tabulated val-
ues found in Soulsby (1997).  

Mean Bed Shear Stress due to Waves and Currents 

Under combined waves and currents, the mean (wave-averaged) bed shear 
stress is enhanced compared to the case of currents only. This enhance-
ment of the bed shear stress is due to the nonlinear interaction between 
waves and currents in the bottom boundary layer. In CMS, the mean 
(short-wave averaged) bed shear stress, biτ , is calculated as  

 bi wc ciτ λ τ=  (2-14) 
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where  

wcλ  = nonlinear bottom friction enhancement factor ( 1wcλ ≥ ) [-] 

ciτ  = current-related bed shear stress [Pa] 

The nonlinear bottom friction enhancement factor, wcλ , is calculated using 

one of the following formulations (name abbreviations are given in paren-
thesis): 

1. Wu et al. (2010)quadratic formula (QUAD) 
2. Soulsby (1995) empirical two-coefficient data fit (DATA2) 
3. Soulsby (1995) empirical thirteen-coefficient data fit (DATA13) 
4. Fredsoe (1984) analytical wave-current boundary layer model (F84) 
5. Huynh-Thanh and Temperville (1991) numerical wave-current 

boundary layer model (HT91) 
6. Davies et al. (1988) numerical wave-current boundary layer model 

(DSK88) 
7. Grant and Madsen (1979) analytical wave-current boundary layer 

model (GM79) 

In the case of the quadratic formula (QUAD),  

 
2 2

w w
wc

U c u
U

λ
+

=  (2-15) 

where wc  is an empirical coefficient and wu  is the bottom wave orbital ve-

locity amplitude based on linear wave theory. For random waves w wsu u=  

where is the bottom wave orbital velocity amplitude calculated based on 
the significant wave height and peak wave period (see Equation (2-15). Wu 
et al. (2010) originally proposed setting wc  = 0.5. Here the coefficient wc  

has been calibrated equal to 1.33 for regular waves and 0.65 for random 
waves to better agree with DATA2 formula. 

A formula similar to Equation (2-15) was independently proposed by 
Wright and Thompson (1983) and calibrated using field measurements by 
Feddersen et al. (2000). The main difference in the two formulations is 
that Wu et al. (2010) uses the bottom wave orbital velocity based on the 
significant wave height, while the Wright and Thompson (1983) formula-
tion uses the standard deviation of the bottom orbital velocity.  
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The DATA2, DATA13, F84, HT91, DSK88, and GM79 formulations are cal-
culated using the general parameterization of Soulsby (1995), 

 ( )1 1 qP
wc bX Xλ = + −  (2-16) 

where / ( )c c wX τ τ τ= + , and b , P , and q  are coefficients that depend on 

the formulation selected.  

Bottom Wave Orbital Velocity 

The bottom wave orbital velocity amplitude for regular waves, wu , is calcu-

lated based on linear wave theory as 

 
sinh( )w

Hu
T kh

π
=  (2-17) 

where  

H  = wave height [m] 

T  = wave period [s] 

k  = wave number [rad/m] 

Unless specified otherwise, for random waves wu  is set to an equivalent or 

representative bottom orbital velocity amplitude equal to 2w rmsu u= , 

where rmsu  the root-mean-squared bottom wave orbital velocity amplitude 

defined here following Soulsby (1987; 1997)  

 2

0
var( ) ( )rms b uu u S f df

∞
= = ∫  (2-18) 

where  

var( )  = variance function 

bu  = instantaneous bottom orbital velocity [m/s] 

uS  = wave orbital velocity spectrum density [s m2/s2] 

f  = wave frequency [1/s]  
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It is noted that the definition of rmsu  is slightly different from others such 

as Madsen (1994), Myrhaug et al. (2001), and Wiberg and Sherwood 
(2008) which include factor of 2 in their definition. A simple approxima-
tion for rmsu  from linear wave theory and the root-mean-squared wave 

height / 2rms sH H=  (for a Rayleigh distribution) is given by 

 
2 sinh( )

rms
rms

p

Hu
T kh

π
=  (2-19) 

Wiberg and Sherwood (2008) reported that rmsu  estimates using rmsH  and 

pT  agree reasonably well with field measurements (except for pT  < 8.8 s) 

and produces better estimates than other combinations with rmsH , sH , pT  

and the zero-crossing wave period zT . The zero-crossing wave period is 

calculated as the average period (time lapse) between consecutive upward 
or downward intersections of the water level time series with the zero wa-
ter line. A better approach is to assume a spectral shape (e.g. JONSWAP, 
Pierson-Moskowitz, etc.), and obtain an explicit curve for rmsu  by summing 

the contributions from each frequency (Soulsby 1987; Wiberg and Sher-
wood 2008). A simple explicit expression is provided below based on the 
JONSWAP (γ  = 3.3) spectrum following the work of Soulsby (1987)  

 0.134 1 tanh 7.76 1.34s n
rms

n P

H Tu
T T

  
= + − +  

  
 (2-20) 

where /nT h g= . The above expression agrees closely with the curves pre-

sented by Soulsby (1987; 1997).  

In some cases the bottom wave orbital velocity amplitude is calculated 
based on the significant wave height and peak wave period, wsu , as 

 
sinh( )

s
ws

p

Hu
T kh

π
=  (2-21) 
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Bed slope Friction Coefficient 

It is noted that in the presence of a sloping bed, the bottom friction acts on 
a larger surface area for the same horizontal area. This increase in bottom 
friction is included through the coefficient (Mei 1989; Wu 2007) 

 
22

1b b
b b

z zm z
x y

 ∂ ∂ = ∇ = + +  ∂ ∂   
 (2-22) 

where bz  is the bed elevation, and , ,1
x y

 ∂ ∂
∇ =  ∂ ∂ 

. In most morphodynam-

ic models, the bottom slope is assumed to be small and the above term is 
neglected. However, it is included here for completeness. For bottom 
slopes of 1/5 and 1/3, the above expression leads to an increase in bottom 
friction of 2.0% and 5.4 %, respectively.  

Eddy Viscosity 

The term eddy viscosity arises from the fact that small-scale vortices or 
eddies on the order of the grid cell size are not resolved and only the large-
scale flow is simulated. The eddy viscosity is intended to simulate the dis-
sipation of energy at smaller scales than the model can simulate. In the 
nearshore environment, large mixing or turbulence occurs due to waves, 
wind, bottom shear, and strong horizontal gradients. Therefore the eddy 
viscosity is an important parameter which can have a large influence on 
the calculated flow field and resulting sediment transport. In CMS-Flow, 
the total eddy viscosity, tν , is equal to the sum of three parts: 1) a base val-
ue 0ν , 2) the current-related eddy viscosity cν , and 3) the wave-related ed-
dy viscosity wν  defined as follows,  

 0t c wν ν ν ν= + +  (2-23) 

The base value ( 0ν ) is approximately equal to the kinematic eddy viscosity 
(~1.81×10-6 m2/s), but may be changed by user. The other two components 
( cν  and wν ) are described in the sections below. 

Current-Related Eddy Viscosity Component 

There are four algebraic models for the current-related eddy viscosity: 1) 
Falconer Equation, 2) depth-averaged parabolic, 3) subgrid, and 4) mix-
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ing-length. The default turbulence model is the subgrid model, but may be 
changed by the user.  

Falconer Equation  
The Falconer (1980) equation was the default method applied in earlier 
versions of CMS (Militello et al. 2004) for the current-related eddy viscosi-
ty. The equation is given by  

 0.575c bc Uhν =  (2-24) 

where bc  is the bottom friction coefficient, U is the depth-averaged cur-
rent velocity magnitude, and h is the total water depth.  

Depth-averaged Parabolic Model  
The second option for the current-related eddy viscosity is the depth-
averaged parabolic model given by  

 *c vc u hν =  (2-25) 

where * /bu τ ρ=  is the bed shear velocity and vc  is approximately equal 

to κ/6=0.0667, but is set as a calibrated parameter whose value can be up 
to 1.0 in irregular waterways with weak meanders or even larger for 
strongly curved waterways.  

Subgrid Model  
The third option for calculating the current-related eddy viscosity, cν , is 
the subgrid turbulence model given by  

 2
* ( )c v hc u h c Sν = + ∆  (2-26) 

in which 

vc  = vertical shear coefficient [-] 

hc
 = horizontal shear coefficient [-] 

∆  = (average) grid size [m] 

2 ij ijS e e=   
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ije =  deformation (strain rate) tensor 
1
2

ji

j i

VV
x x

 ∂∂
= +  ∂ ∂ 

 

The empirical coefficients vc  and hc  are related to the turbulence pro-

duced by the bed shear and horizontal velocity gradients. The parameter 

vc  is approximately equal to κ/6=0.0667 (default) but may vary from 0.01 

to 0.2. The variable hc  is equal to approximately the Smagorinsky coeffi-

cient (Smagorinsky 1963) and may vary between 0.1 and 0.3 (default is 
0.2).  

Mixing Length Model  
The mixing length model implemented in CMS for the current-related ed-
dy viscosity includes a component due to the vertical shear and is given by 
(Wu 2007) 

 ( ) ( )22 2
*c v c hc u h l Sν = +  (2-27) 

where  

hl  = mixing length ( min( , )hc h yκ ′= ) [m] 

y′  = distance to the nearest wall [m] 

hc  = horizontal shear coefficient [-] 

The empirical coefficient hc  is usually between 0.3 and 1.2. The effects of 

bed shear and horizontal velocity gradients, respectively, are taken into 
account through the first and second terms on the right-hand side of Eq-
uation (2-27). It has been found that the modified mixing length model is 
better than the depth-averaged parabolic eddy viscosity model that ac-
counts for only the bed shear effect.  

Wave-Related Eddy Viscosity  

The wave component of the eddy viscosity is separated into two compo-
nents  
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1/3

br
w wf ws s br

Dc u H c hν
ρ

 
= +  

 
 (2-28) 

where  

wfc  = wave bottom friction coefficient for eddy viscosity [-] 

wsu  = peak bottom orbital velocity [m/s] based on the significant 

wave height sH  [m] and peak wave period pT  [s] 

brc  = wave breaking coefficient for eddy viscosity [-] 

brD  = wave breaking dissipation [N/m/s] 

The first term on the right-hand side of Equation (2-28) represents the 
component due to wave bottom friction and the second term represents 
the component due to wave breaking. The coefficient wfc  is approximately 

equal to 0.5 and may vary from 0.5 to 2.0. The coefficient brc  is approx-

imately equal to 0.1 and may vary from 0.04 to 0.15.  

Wave Radiation Stresses 

The wave radiation stresses, ijS , are calculated using linear wave theory as 

(Longuet-Higgins and Stewart 1961; Dean and Dalrymple 1984) 

 
1( , )
2ij w g i j ij gS E f n w w n df dθ δ θ  = + −    ∫∫  (2-29) 

where  

f  = the wave frequency [1/s] 

θ  = the wave direction [rad] 

wE = wave energy 21
16 sgHρ=  [N/m] 

sH = significant wave height [m] 

iw = wave unit vector (cos ,sin )θ θ=  [-] 

1 for
0 forij

i j
i j

δ
=

=  ≠
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1 21
2 sinh 2

g
g

c khn
c kh

 = = + 
 

 [-] 

gc  = wave group velocity [m/s] 

c  = wave celerity [m/s] 

k  = wave number [rad/m] 

The wave radiation stresses and their gradients are computed within the 
wave model and interpolated in space and time in the flow model. 

Roller Stresses 

As a wave transitions from non-breaking to fully-breaking, some of the 
energy is converted into momentum that goes into the aerated region of 
the water column. This phenomenon is known as the surface roller. The 
surface roller contribution to the wave stresses, ijR , is given by 

 2ij sr i jR E w w=  (2-30) 

where  

srE = surface roller energy density [N/m] 

(cos ,sin )j m mw θ θ=  is the wave unit vector [-] 

The surface roller is calculated within CMS-Wave. An effect of the surface 
roller is to shift the peak alongshore current velocity closer to shore. 
Another side effect of the surface roller is to improve model stability (Sán-
chez et al. 2011a). The influence of the surface roller on the mean water 
surface elevation is relatively minor (Sánchez et al. 2011a).  

Wave Flux Velocity 

In the presence of waves, the oscillatory wave motion produces a net time-
averaged mass (volume) transport referred to as Stokes drift. In the surf-
zone, the surface roller also provides a contribution to the mean wave 
mass flux. The mean wave mass flux velocity, or simply the mass flux ve-
locity for short, is defined as the mean wave volume flux divided by the lo-
cal water depth and is approximated here as (Phillips 1977, Svendsen 
2006) 
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( 2 )w sr i

wi
E E w

U
hcρ

+
=  (2-31) 

where 

wE = wave energy 21
16 sgHρ=  [N/m] 

sH = significant wave height [m] 

srE  = surface roller energy density [N/m] 

ρ = water density [kg/m3] 

h = total water depth [m] 

iw = wave unit vector (cos ,sin )θ θ=  [-] 

c  = wave celerity [m/s] 

The first component is due to the Stokes velocity, while the second com-
ponent is due to the surface roller (only present in the surfzone).  

Wind Surface Stress 

The wind surface stress is calculated as  

 si a D ic WWτ ρ=  (2-32) 

where  

aρ  = air density at sea level [~1.2 kg/m3] 

Dc  = wind drag coefficient [-] 

iW = 10-m wind speed [m/s] 

W = 10-m wind velocity magnitude i iW W=  [m/s] 

The wind speed is calculated using either an Eulerian or Lagrangian refer-
ence frame as  

 E
i i w iW W Uγ= −  (2-33) 

where  
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E
iW  = 10-m atmospheric wind speed relative to the solid earth (Eu-

lerian wind speed) [m/s] 

wγ  = equal to zero for the Eulerian reference frame or one for the 

Lagrangian reference frame 

iU  = current velocity [m/s] 

Using the Lagrangian reference frame or relative wind speed is more accu-
rate and realistic for field applications (Bye 1985; Pacanowski 1987; Dawe 
and Thompson 2006), but the option to use the Eulerian wind speed is 
provided for idealized cases and backward compatibility. The drag coeffi-
cient is calculated using the formula of Hsu (1988) and modified for high 
wind speeds based on field data by Powell et al. (2003)  

 

2

3

for 30m/s
14.56 2ln

10 max(3.86 0.04 ,1.5) for 30m/s
D

Wc W
W W

κ

−

   ≤  = −  
 − >

 (2-34) 

Powell et al. (2003) speculate that the reason for the decrease in drag coef-
ficient with higher wind speeds is due to increasing foam coverage leading 
to the formation of a “slip” surface at the air-sea interface. 

 
Figure 2-2. Modified Hsu (1988) wind drag coefficient.  

Wind measurements taken at heights other than 10 m are converted to 10-
m wind speeds using the 1/7 rule (SPM 1984; CEM 2002) 

 

1/710z
i iW W

z
 =  
   (2-35) 
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where z  is the elevation above the sea surface of the wind measurement 
and z

iW  is the wind velocity at height z . 

Boundary Conditions 

Wall (Closed) Boundary 

The wall boundary condition is a closed boundary and is applied at any cell 
face between wet and dry cells. Any unassigned boundary cell at the edge 
of the model domain is assumed to be closed and is assigned a wall boun-
dary. A zero normal flux to the boundary is applied at closed boundaries. 
Two boundary conditions are available for the tangential flow: 

 1. Free-slip: No tangential shear stress (wall friction) 
 2. Partial-slip: Tangential shear stress (wall friction) calculated based on 

the log-law 

Assuming a log-law for a rough wall, the partial-slip tangential shear stress 
is given by  

 2
wall wallc Uτ ρ=



 (2-36) 

where U


 is the magnitude of the wall parallel current velocity and wallc  is 

the wall friction coefficient equal to 

 
2

0ln( / ) 1wall
P

c
y y
κ 

=  − 
 (2-37) 

Here 0y  is the roughness length of the wall and is assumed to be equal to 

that of the bed (i.e. 0 0y z= ). Py  is the distance from the wall to the cell 

center. 

Flux Boundary 

The flux boundary condition is typically applied to the upstream end of a 
river or stream, and specified as either a constant or time-series of total 
water volume flux Q . In a 2DH model, the total volume flux needs to be 
distributed across the boundary in order to estimate the depth-averaged 
velocities. This is done using a conveyance approach in which the current 
velocity is assumed to be related to the local flow depth h  and Manning’s 
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n  as /rU h n∝ . Here r  is an empirical conveyance coefficient equal to ap-

proximately 2/3 for uniform flow. The smaller the r  value the more uni-
form the current velocities are across the flux boundary. The water volume 
flux, qi , at each boundary cell i is calculated as 

 
1

1
ˆ

ˆ ˆ( )

r
Ramp i

i i r
ii

i
i i

f Q hq hU e
nhe n l

n

+

+
= =

⋅ ∆∑



  (2-38) 

where  

i = subscript indicating a boundary cell 

iq  = volume discharge at boundary cell i per unit width [m2/s] 

ê = unit vector for inflow direction ( )sin ,cosϕ ϕ=  

ϕ  = inflow direction measured clockwise from North [deg] 

n̂  = boundary face unit vector (positive outward) 

Q  = specified total volume flux across the boundary [m3/s]  

n = Manning’s coefficient [s/m1/3] 

r =empirical constant equal to approximately 2/3  

l∆  =cell width in the transverse direction normal to flow [m] 

Rampf  = ramp function [-] (described in Chapter 3) 

The total volume flux is positive into the computational domain. Since it is 
not always possible to orient all flux boundaries to be normal to the inflow 
direction, the option is given to specify an inflow direction ϕ . The angle is 
specified in degrees clockwise from true North. If the angle is not speci-
fied, then the inflow angle is assumed to be normal to the boundary. The 
total volume flux is conserved independently of the inflow direction.  

Water Level Boundary 

The general formula for the boundary water surface elevation is given by 

 0( ) (1 )B Ramp E G C Rampf fη η η η η η= + ∆ + + + −  (2-39) 

where 
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Bη  = boundary water surface elevation [m] 

Eη  = specified external boundary water surface elevation [m] 

η∆  = water surface elevation offset [m] 

0η  = initial boundary water surface elevation [m] 

Cη  = correction to the boundary water surface elevation based on 
the wind and wave forcing [m] 

Gη  = water surface elevation component derived from user speci-
fied gradients [m] 

Rampf = ramp function [-] (described in Chapter 3) 

The external water surface elevation may be spatially and temporally con-
stant or variable. When a time series is specified, the values are interpo-
lated using piecewise Lagrangian polynomials. By default, second order 
interpolation is used, but can be changed by the user. The water surface 
elevation offset η∆  is assumed spatially and temporally constant and may 
be used to correct the boundary water surface elevation for vertical da-
tums, and sea level rise. The component Gη  is intended to represent re-

gional gradients in the water surface elevation, is assumed to be constant 
in time, and is only applicable when Eη  is spatially constant. When apply-

ing a water level boundary condition to the nearshore, local flow reversals 
and boundary problems may result if the wave-and wind-induced setup 
are not included. This problem is avoided by adding a correction Cη  the 

local water level to account for the wind and wave setup similar that de-
scribed in Reed and Militello (2005) by solving for Cη  from 

 
( )E G C

B sx wx bxgh
x

η η η ηρ τ τ τ∂ + ∆ + +
= + −

∂  (2-40) 

where Bh  is the boundary total water depth, sxτ , wxτ , and bxτ  are the wind, 
wave, and bottom stresses in the boundary direction x. Cη  is only applica-
ble when Eη  is spatially constant as in the case of a single water surface 

elevation time-series. A small degree of relaxation is obtained by applying 
the water level forcing as a source term rather than assigning the water 
level at the boundaries. This technique is common practice in finite vo-
lume models and improves stability and convergence (Patankar 1980; Fer-
ziger and Peric 1997; Wu 2007). 



ERDC/CHL TR-11-X 24 

 

Tidal/Harmonic Boundary 

Tidal or astronomic water level predictions are based on the prediction 
formula 

 ( )0 ˆ( ) cosE i i i i i it f A t V uη ω κ= + + −∑  (2-41) 

where  

  i = subscript indicating a tidal constituent  

iA  = mean amplitude [m] 

if  = node (nodal) factor [-] 

iω  = frequency [deg/hr] 

t  = elapsed time from midnight of the starting year [hrs] 
0 ˆi iV u+  = equilibrium phase [deg] 

iκ  = phase lag [deg] 

The mean amplitude and phase may be specified by the user or interpo-
lated from a tidal constituent database. The nodal factor is a time-varying 
correction to the mean amplitude. The equilibrium phase has a uniform 
component 0

iV  and a relatively smaller periodic component. The zero-

superscript of 0
iV  indicates that the constituent phase is at time zero. Table 

2-1 below provides a list of tidal constituents currently supported in CMS. 
More information on U.S. tidal constituent values can be obtained from 
the U.S. National Oceanographic and Atmospheric Administration 
(http://tidesonline.nos.noaa.gov) and National Ocean Service (http://co-
ops.nos.noaa.gov). 

Table 2-1. Tidal Constituents names and speeds in solar hours implemented in CMS. 

Constituent  Speed  Constituent  Speed  Constituent  Speed  Constituent  Speed  

SA*  0.041067  SSA*  0.082137  MM*  0.54438  MSF*  1.0159  

MF*  1.098  2Q1*  12.8543  Q1*  13.3987  RHO1*  13.4715  

O1*  13.943  M1*  14.4967  P1*  14.9589  S1*  15.0  

K1*  15.0411  J1*  15.5854  OO1*  16.1391  2N2*  27.8954  

MU2*  27.9682  N2*  28.4397  NU2*  28.5126  M2  28.9841  

http://tidesonline.nos.noaa.gov/
http://co-ops.nos.noaa.gov/
http://co-ops.nos.noaa.gov/
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LDA2*  29.4556  L2*  29.5285  T2*  29.9589  S2  30  

R2*  30.0411  K2  30.0821  2SM2*  31.0159  2MK3*  42.9271  

M3*  43.4762  MK3*  44.0252  MN4*  57.4238  M4  57.9682  

MS4*  58.9841  S4*  60.0  M6  86.9523  S6*  90.0  

M8*  115.9364  
      

 

If a harmonic boundary condition is applied, then the node factors are set 
to one and the equilibrium arguments are set to zero. The harmonic boun-
dary condition is provided as an option for simulating idealized or hypo-
thetical conditions.  

Cross-shore Boundary 

In the implicit flow solver, a cross-shore boundary condition is applied by 
solving the 1D cross-shore momentum equation including wave and wind 
forcing (Wu et al. 2011a, 2011b). Along a cross-shore boundary, it is as-
sumed that a well-developed longshore current exists. Thus, the along-
shore (y-direction) momentum equation can be reduced to 

 
y

t sy wy by

V
h

x x
ρν τ τ τ

∂ ∂
= + − ∂ ∂ 

 (2-42) 

where syτ , wyτ , and byτ  are the surface, wave, and bottom stresses in the 

long-shore direction, respectively. The equation above is solved iteratively 
to determine the longshore current velocity. The cross-shore (x) compo-
nent of the velocity is assigned a zero-gradient boundary condition. The 
longshore current velocity is applied when the flow is directed inwards. 
When the flow is directed outwards, a zero-gradient boundary condition is 
applied to the longshore current velocity.  

The water level due to waves and wind at the cross-shore boundary can be 
determined by assuming a zero alongshore gradient of flow velocity and 
negligible cross-shore current velocity. For this case, the cross-shore mo-
mentum equation reduces to 

 sx wx bxgh
x
ηρ τ τ τ∂
= + −

∂  (2-43) 
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where sxτ , wxτ , and bxτ  are the surface, wave, and bottom stresses in the 
cross-shore direction. The water level boundary condition is applied for 
the case when the flow is directed outwards. When the flow is directed in-
wards, a zero-gradient boundary condition is applied to the water level.  
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Salinity Transport 

Overview 

The characteristics of salinity are important in the coastal environment 
because salinity can impact marine plants and animals, and influence the 
dynamic behavior of cohesive sediments. Because modifications of coastal 
inlets, such as channel deepening and widening and rehabilitation or ex-
tension of coastal structures, may alter the salinity distribution within est-
uaries or bays, it is often useful and convenient to simulate the salinity 
within the scope of an engineering project to determine if a more detailed 
water quality modeling study is necessary. It is important to emphasize 
that the CMS is not intended to be used as a water quality model. The CMS 
solves the depth-averaged (2DH) salinity transport equation and should 
only be for cases where the water column is well mixed. If there is flow 
stratification, a 3D model should be utilized. It is also noted that in CMS 
the influence of the horizontal water density gradients due to varying sa-
linity on the hydrodynamics is assumed to be negligible. 

Transport Equation 

CMS calculates the salinity transport based on the following 2DH salinity 
conservation equation (Li et al. 2012) 

 
( )( ) j salsal sal

sal sal
j j j

hV ChC C
h S

t x x x
ν
 ∂∂ ∂∂

+ = +  ∂ ∂ ∂ ∂ 
 (2-44) 

where  

salC  = depth-averaged salinity [usually in ppt or psu] 

h  = water depth [m] 

jV  = total flux velocity [m/s] 

salν  = horizontal mixing coefficient /sal t salν ν σ=  [m2/s] 

tν  = total eddy viscosity [m2/s] 

salσ  = Schmidt number for salinity (approximately equal to 1.0) [-] 

salS  = source/sink term [ppt m/s]  
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The above equation represents the horizontal fluxes of salt in water bodies 
and is balanced by exchanges of salt via diffusive fluxes. Major processes 
that influence the salinity are: seawater exchange at ocean boundaries, 
freshwater inflows from rivers, precipitation and evaporation at the water 
surface, and groundwater fluxes (not included here).  

Initial Condition 

The initial condition for salinity transport may be specified as a constant, a 
spatially variable dataset usually calculated from a previous simulation or 
by solving a 2DH Laplace equation 

 2 0salC∇ =  (2-45) 

where 2∇  is the Laplace operator. The equation is solved given any num-
ber of user-specified initial salinity values at locations within the model 
domain, using the initial salinity values at open boundaries and applying a 
zero-gradient boundary condition at all closed boundaries.  

Boundary Conditions 

At cell faces between wet and dry cells, a zero-flux boundary condition is 
applied. A salinity time series must be specified at all open boundaries and 
is applied when the flow is directed inward of the modeling domain. If the 
flow is directed outward of the modeling domain, then a zero-gradient 
boundary condition is applied.  
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Sediment Transport 

Overview  

For sand transport in coastal waters, the wash-load (i.e. sediment trans-
port which does not appreciably contribute to the bed-material) can be as-
sumed to be negligible, and therefore, the total-load transport is equal to 
the sum of the bed- and suspended-load transports. There are currently 
three sediment transport models available in CMS:  

(1) Equilibrium total load (ET), 

(2) Equilibrium bed load plus non-equilibrium suspended load 
(EBNS), and  

(3) Non-equilibrium total-load (NET). 

The main difference between the three models is the assumption of local 
equilibrium transport for the bed and suspended loads. The ET model as-
sumes that both the bed and suspended loads are in local equilibrium and  
solves a simple mass conservation equation known as the Exner equation. 
It is the least computationally intensive, but can lead to model instabilities 
due to the assumption of local equilibrium transport. The EBNS model 
solves a transport equation for the depth-averaged suspended load con-
centration, while the bed load is assumed to be in equilibrium and is in-
cluded in a bed change equation. Using a non-equilibrium formulation for 
suspended load is more realistic and provides more accurate results. How-
ever, it still assumes that the bed load is in local equilibrium. A more rea-
listic approach is to use non-equilibrium formulations for both the bed 
and suspended loads as in the NET model. The NET implemented in the 
CMS combines the bed and suspended load transport equations into a sin-
gle total-load transport equation thus reducing the computational costs. 
The ET and EBNS models are only available using a single sediment size 
and with the explicit hydrodynamic temporal scheme. They are described 
in detail in Buttolph et al. (2006) and are not repeated here. The third 
model is available with both the explicit and implicit schemes. The support 
for multiple grain sizes is currently only in the NET model with the impli-
cit time-stepping scheme. The multiple-sized non-equilibrium sediment 
transport model is introduced in this section. 
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Non-equilibrium Total-Load Transport Model 

Total-load Transport Equation 

The single-sized sediment transport model described in Sánchez and Wu 
(2011a) was extended to multiple-sized sediments within CMS by Sánchez 
and Wu (2011b). In this model, the sediment transport is separated into 
current- and wave-related transports. The transport due to currents in-
cludes the stirring effect of waves; and the wave-related transport includes 
the transport due to asymmetric oscillatory wave motion as well as steady 
contributions by Stokes drift, surface roller, and undertow. The current-
related bed and suspended transports are combined into a single total-
load transport equation, thus reducing the computational costs and sim-
plifying the bed change computation. The 2DH transport equation for the 
current-related total load is 

 ( )*
( ) ( )j tktk sk tk

s t sk t k tk
tk j j j

hV ChC r C
h C C

t x x x
ν α ω

β

 ∂  ∂∂ ∂
+ = + −  

∂ ∂ ∂ ∂    
 (2-46) 

for 1, 2; 1, 2,...,j k N= = , where N is the number of sediment size classes 
and  

t = time [s] 

h = water depth [m] 

jx  =Cartesian coordinate in the jth direction [m] 

jV  = total flux velocity [m/s] 

tkC  = actual depth-averaged total-load sediment concentration 
[kg/m3] for size class k defined as / ( )tk tkC q Uh=  in which tkq  is 
the total-load mass transport  
*tkC = equilibrium depth-averaged total-load sediment concentra-
tion [kg/m3] for size class k and described in the Equilibrium 
Concentration and Transport Rates section  

tkβ  = total-load correction factor described in the Total-Load Cor-
rection Factor section [-] 

skr  = fraction of suspended load in total load for size class k de-
scribed in Fraction of Suspended Sediments section [-] 
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sν  = horizontal sediment mixing coefficient described in the Hori-
zontal Sediment Mixing Coefficient section [m2/s] 

tα  = total-load adaptation coefficient described in the Adaptation 
Coefficient section [-] 

skω  = sediment fall velocity [m/s]  

In the above equation, the first term represents the temporal variation of 
tkC ; the second term represents the horizontal advection; the third term 

represents the horizontal diffusion and dispersion of suspended sedi-
ments, and the last term represents the erosion and deposition. The equa-
tion may be applied to single-sized sediment transport by using a single 
sediment size class (i.e. N=1). The bed composition, however, does not 
vary when using a single sediment size class. The units of sediment con-
centration used here are kg/m3 rather than dimensionless volume concen-
trations in order to avoid numerical precision errors at low concentrations.  

Fraction of Suspended Sediment 

In order to solve the system of equations for sediment transport implicitly, 
the fraction of suspended sediment must be determined explicitly. This is 
done by assuming  

 *

*

sk sk
sk

tk tk

q q
r

q q
=   (2-47) 

where skq  and tkq  are the actual suspended- and total-load transport rates 
and *skq  and *tkq  are the equilibrium suspended- and total-load transport 
rates.  

Adaptation Coefficient 

The total-load adaptation coefficient, tα  , is an important parameter in the 
sediment transport model. There are many variations of this parameter in 
literature (e.g. Lin 1984, Gallappatti and Vreugdenhil 1985, and Armanini 
and di Silvio 1986). CMS uses a total-load adaptation coefficient tα  that is 
related to the total-load adaptation length, tL , and time, tT , by 

 t t
t s

UhL UT
α ω

= =  (2-48) 
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where  

sω  = sediment fall velocity corresponding to the transport grain 
size for single-sized sediment transport or the median grain size 
for multiple-sized sediment transport [m/s] 

U  = depth-averaged current velocity [m/s] 

h  = water depth [m] 

The adaptation length (time) is a characteristic distance (time) for sedi-
ment to adjust from non-equilibrium to equilibrium transport. Because 
the total load is a combination of the bed and suspended loads, the asso-
ciated adaptation length may be calculated as (1 )t s s s bL r L r L= + −  or 

max( , )t s bL L L= , where sL  and bL  are the suspended- and bed-load 

adaptation lengths. sL  is defined as  

 s s
s

UhL UT
αω

= =  (2-49) 

in which α  and sT  are the adaptation coefficient lengths for suspended 
load. The adaptation coefficient α  can be calculated either empirically or 
based on analytical solutions to the pure vertical convection-diffusion equ-
ation of suspended sediment. One example of an empirical formula is that 
proposed by Lin (1984) 

 
*

3.25 0.55ln s

u
ω

α
κ

 
= +  

 
 (2-50) 

where *u  is the bed shear stress, and κ  is the von Karman constant. Ar-
manini and di Silvio (1986) proposed an analytical equation  

 
1/6

*

1 1 exp 1.5 s

h h h u
ωδ δ δ

α

−    = + − −    
     

 (2-51) 

where δ  is the thickness of the bottom layer defined by 033zδ =  and 0z  is 
the zero-velocity distance from the bed. Gallapatti (1983) proposed the fol-
lowing equation to determine the suspended load adaptation time 
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( ) ( )
( ) ( )

3 2.2047 2
* *

* *

1.57 20.12 326.832 0.2
exp

0.1385ln 6.4061 0.5467 2.1963

r r
s

r r

u uhT
u u u

ω ω

ω

 − + −
 =  + − + −  

 (2-52) 

where *cu  is the current related bottom shear velocity, * /ru u U= , and 

* */s uω ω= .  

The bed-load adaptation length, bL  , is generally related to the dimension 

of bed forms such as sand dunes. Large bed forms are generally propor-
tional to the water depth and therefore the bed load adaptation length can 
be estimated as b bL a h=  in which ba  is an empirical coefficient on the or-
der of 5-10. Fang (2003) found that bL  of approximately two or three 

times the grid resolution works well for field applications. Although li-
mited guidance exists on methods to estimate bL , the determination of bL  

is still empirical and in the developmental stage. For a detailed discussion 
of the adaptation length, the reader is referred to Wu (2007). In general, it 
is recommended that the adaptation length be calibrated with field data in 
order to achieve the best and most reliable results.  

Total-Load Correction Factor 

The total-load correction factor, tkβ , accounts for the vertical distribution 

of the suspended sediment concentration and velocity profiles, as well as 
the fact that bed load travels at a slower velocity than the depth-averaged 
current velocity (see Figure 2-3). By definition, tkβ  is the ratio of the 

depth-averaged total-load and flow velocities.  

 
Figure 2-3. Schematic of sediment and current vertical profiles. 

In a combined bed load and suspended load model, the correction factor is 
given by  
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 1
(1 )tk

sk sk sk bkr r U u
β

β
=

+ −
 (2-53) 

where bku  is the bed load velocity and skβ  is the suspended load correction 

factor and is defined as the ratio of the depth-averaged suspended sedi-
ment and flow velocities. Since most sediment is transported near the bed, 
both the total and suspended load correction factors ( tkβ  and skβ ) are 

usually less than 1 and typically in the range of 0.3 and 0.7, respectively. 
By assuming logarithmic current velocity and exponential suspended se-
diment concentration profiles, an explicit expression for the suspended 
load correction factor skβ  may be obtained as (Sánchez and Wu 2011) 

 [ ]
1 1

(1 )

E ( ) E ( ) ln( / ) e ln(1/ ) e

e ln(1/ ) 1 1 e

k k

k k

h
Ak

a k k
sk h A A

k
a

uc dz A A Z Z

ZU c dz

φ φ

φ φ

φ φ
β

− −

− − −

− + −
= =

 − − 

∫
∫

 (2-54) 

where  

/k sk hφ ω ε=  

/A a h=  

/aZ z h=  

skω  = sediment fall velocity for size class k 

ε  = vertical mixing coefficient [m2/s] 

a  = reference height near the bed for the suspended load [m] 

h  = total water depth [m] 

az  = apparent roughness length [m]  

1E ( )
t

x

ex dt
t

−∞
= ∫  (exponential integral).  

The equation can be further simplified by assuming that the reference 
height is proportional to the roughness height (e.g. 30 aa z= ), so that 

( ),sk sk kZβ β φ= . Figure 2-4 shows a comparison of the suspended load cor-

rection factor based on the logarithmic velocity with exponential and 
Rouse suspended sediment concentration profiles.  
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a. 

 
b. 

Figure 2-4. Suspend load correction factors based on the logarithmic velocity profile 
and (a) exponential and (b) Rouse suspended sediment profile. The Rouse number is 

*/ ( )sr uω κ= . 

The bed load velocity, bku , is calculated using the van Rijn (1984a) formu-

la with re-calibrated coefficients from Wu et al. (2006) 

 
0.5

1.64 1 ( 1)b
bk k

crk

u s gdτ
τ
 ′

= − − 
 

 (2-55) 

where  

s = specific gravity [-] 

g  = gravitational constant (~9.81 m/s2) 

kd  = characteristic grain diameter for the kth size class [m] 

3/2( / )b bn nτ τ′ ′=  = grain-related bed shear stress [Pa] 

1/6
50 / 20n d′ =  = grain-related Manning’s roughness coefficient [s/m1/3] 

crkτ  = critical bed shear stress for the kth size class [Pa].  

Bed Change Equation 

The fractional bed change is calculated as  

 
( ) ( )*
1s m b b

t sk tk tk s bk
morph j jk

p z z
C C D q

f t x x
ρ

α ω
 ′− ∂ ∂∂  = − +     ∂ ∂ ∂   

 (2-56) 

where  
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bz  = bed elevation with respect to the vertical datum [m] 

mp′  = bed porosity [-] 

morphf  = morphologic acceleration factor [-] 

sρ  = sediment particle density [~2650 kg/m3 for quartz sediment] 

sD  = empirical bed-slope coefficient (constant) [-] 

(1 )bk tk skq hUC r= −  is the bed load mass transport rate [kg/m/s] 

The first term on the right-hand side of the above equation represents the 
bed change due to sediment exchange near the bed. The last term accounts 
for the effect of the bed slope on bed-load transport. The bed slope coeffi-
cient sD  is usually about 0.1 to 3.0. For a detailed derivation of the above 
equation, the reader is referred to Sanchez and Wu (2011a). The total bed 
change is calculated as the sum of the bed changes for all size classes  

 
b b

kk

z z
t t

∂ ∂ =  ∂ ∂ 
∑  (2-57) 

The purpose of the morphologic acceleration factor morphf  is to speed-up 
the bed change so that the simulation time simt  represents approximately 
the change that would occur in morph morph simt f t= . This factor should be 

used with caution and only for idealized cases or time periods which are 
periodic (mainly tidal). If time-varying winds or waves are important 
processes for driving sediment transport, then it is recommended to use 
reduced or representative wind and wave conditions. Since the CMS runs 
relatively fast, it is generally recommended not to use the morphologic ac-
celeration factor when validating the sediment transport model using 
hindcast measurements. The morphologic acceleration factor is useful 
however when simulating idealized cases or analyzing project alternatives.  

Bed material sorting and layering 

Bed sorting is the process in which the bed material changes size composi-
tion (fraction of each grain size class). The bed is discretized into multiple 
layers to consider the heterogeneity of bed material size composition along 
the bed depth. The fraction of each size class is then calculated and stored 
in each layer. The sorting of sediments is then calculating using the mixing 
or active layer concept (Hirano 1971; Karim and Kennedy 1982; and Wu 
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1991). The mixing layer is the top layer of the bed which exchanges directly 
with the sediment moving in the water column. In other words, only the 
sediment in the mixing layer exchanges with the moving sediment in the 
water column, whereas the sediment in the subsurface layers below the 
mixing layer does not directly exchange or contact with the moving sedi-
ment. 

The temporal variation of the bed-material gradation in the first (mixing 
or active) layer is calculated as (Wu 2007)  

 *1 1 1
1

( )k b b
k

k

p z zp
t t t t

δ δ∂ ∂ ∂∂   = + −   ∂ ∂ ∂ ∂   
 (2-58) 

where  

1δ  = thickness of the first layer [m] 

1kp  = fraction of the kth sediment size in the first layer [-] 

1 1*
1

2 1

for / / 0

for / / 0
k b

k
k b

p z t t
p

p z t t
δ

δ

 ∂ ∂ − ∂ ∂ ≥= 
∂ ∂ − ∂ ∂ <

 [-] 

2kp  = fraction of the thk  sediment size in the second layer [-] 

The first term in Equation (2-58) corresponds to the erosion and deposi-
tion due to the thk  sediment size, while the second term corresponds to the 
sediment exchange between the first and second bed layers (see figure be-
low).  
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Figure 2-5. Multiple bed layer model of bed material sorting (after Wu 2007). 

The bed-material sorting in the second layer is calculated as  

 *2 2 1
1

( )k b
k

p zp
t t t

δ δ∂ ∂∂ = − − ∂ ∂ ∂ 
 (2-59) 

where 2δ  is the thickness of the second layer. It is noted that there is no 

material exchanged between the sediment layers below the second layer.  

The sediment transport, bed change, and bed gradation equations are 
solved simultaneously (coupled), but are decoupled from the flow calcula-
tion at each time step.  

Mixing Layer Thickness 

The mixing or active layer thickness is calculated as  

 [ ]1 min 50 maxmin max( ,2 ,0.5 ),rd Hδ δ δ=  (2-60) 

where rH  is the ripple height, and minδ  and maxδ  are  user-specified min-

imum and maximum layer thicknesses, respectively. At the beginning of 
each time step, the mixing layer thickness is calculated. For cell with a 
hard (non-erodible) bottom, the mixing layer thickness is calculated as 

 1, 1min( , )hb b hbz zδ δ= −  (2-61) 

where hbz  is the elevation of the hard bottom. A hard bottom is a nonerod-

ible bed surface such as bed rock or a coastal structure.  

Sediment Fall Velocity 

The sediment fall velocity may be user-specified or is calculated using the 
formula by Soulsby (1997)  

 ( )1/22 3
*10.36 1.049 10.36s d

d
νω  = + −  

 (2-62) 

where  
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ν  = kinematic viscosity [m2/s] 

d  = grain size [m]  

*d  = dimensionless grain size [-] 

The dimensionless grain size is given by 

 
1/3

* 2
( 1)s gd d
ν
− =   

 (2-63) 

where 

s  = sediment specific gravity or relative density [-] 

g  = gravitational constant (9.81 m/s2) 

Incipient Motion 

In the case of the Lund-CIRP (Camenen and Larson 2005, 2007, and 
2008) and Watanabe (1987) formula, the incipient motion is based on the 
critical Shields parameter and estimated using the formula proposed by 
Soulsby (1997) 

 ( )*
*

0.3 0.055 1 exp 0.02
1 1.2cr d

d
Θ = + − −  +  (2-64) 

in which the dimensionless grain size, *d , is defined in Equation (2-63).  

The critical depth-averaged velocity for currents alone, crcU , is calculated 
using the formula proposed by van Rijn (1984c),  
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50 10 50
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50 10 50
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40.19 log , for 0.1 0.5mm

48.5 log , for 0.5 2.0mm
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d
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d

  
≤ ≤  

  = 
  ≤ ≤   

 (2-65) 

where 50d  and 90d  are the sediment grain size in meters of 50th and 90th 
percentiles, respectively. The above criteria are used in the van Rijn 
(2007a,b) and Soulsby-van Rijn (1997) transport formulas. 
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The critical bottom orbital velocity magnitude for waves alone is calculated 
using the formulation of Komar and Miller (1975), 

 
( )

( )
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50 50
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s g d T d

 − ≤ ≤   = 
 − ≤ ≤  

 (2-66) 

where pT  is the peak wave period. 

Ripple Dimensions 

The bed forms calculated by CMS are the wave- and current-related rip-
ples. The ripple height (used to calculate the mixing layer thickness) is es-
timated as the maximum of the current- and wave-related ripple heights  

 , ,max( , )r r c r wH H H=  (2-67) 

The current-related ripple height and length are calculated as (Soulsby 
1997) 

 , , / 7r c r cH L=  (2-68) 

 , 501000r cL d=  (2-69) 

The wave-related ripple height and length are calculated using the expres-
sions proposed by van Rijn (1984b; 1989) 
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where  
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=  = semi-orbital excursion [m/s] 
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ψ =

−
 = wave mobility parameter [-] 

50d  = median grain size [m] 

s  = sediment specific gravity [-] 

g  = gravitational constant (9.81 m/s2) 

wu  = bottom orbital velocity [m/s] (for random waves 2w rmsu u= ) 

T  = wave period [s] (for random waves pT T= ) 

The current- and wave-related ripple height and length are used in calcu-
lating the bed form roughness for use in the Lund-CIRP transport formula. 

Equilibrium Concentrations and Transport Rates 

In order to close the system of equations describing the sediment trans-
port, bed change, and bed sorting equations, the fractional equilibrium 
depth-averaged total-load concentration *tkC  must be estimated from an 
empirical formula. The depth-averaged equilibrium concentration is de-
fined as  

 *
*

tk
tk

qC
Uh

=  (2-72) 

where *tkq  is the total-load transport for the kth sediment size class esti-

mated from an empirical formula. For convenience, *tkC  is written in gen-
eral form as 

 *
* 1tk k tkC p C=  (2-73) 

where 1kp  is the fraction of the sediment size k in the first (top) bed layer 

and *
tkC  is the potential equilibrium total-load concentration. The poten-

tial concentration *
tkC  can be interpreted as the equilibrium concentration 

for uniform sediment of size kd . The above equation is essential for the 
coupling of sediment transport, bed change, and bed sorting equations.  
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Lund-CIRP  

Camenen and Larson (2005, 2007, and 2008) developed general sediment 
transport formulas for bed and suspended loads under combined waves 
and currents. These are referred to as the Lund-CIRP transport formulas. 
The general transport formulas can be used for both symmetric and 
asymmetric waves, but for simplicity the waves are assumed to be symme-
tric. The current-related bed- and suspended-load transport with wave 
stirring is given by  

 
*

,3
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12 exp 4.5
( 1)

b cr
b s c cw m

cw

q f
s gd

ρ
 Θ

= Θ Θ − Θ −
 (2-74) 
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  = − −    −
 (2-75) 

where  

*bq  = equilibrium bed load transport rate [kg/m/s] 

*sq  = equilibrium suspended load transport rate [kg/m/s] 

50d  = median grain size [m] 

s  = sediment specific gravity or relative density [-] 

g  = gravitational constant (9.81 m/s2) 

sρ  = sediment particle density (~2650 kg/m3) 

cΘ  = Shields parameters due to currents [-] 

,cw mΘ  = mean Shields parameters due to waves and currents [-] 

cwΘ  = maximum Shields parameters due to waves and currents [-] 

crΘ  = critical Shields parameter [-] 

ε  = vertical sediment diffusivity [m2/s] 

Rc  = reference bed concentration [kg/m3] 

sω  = sediment fall velocity [m/s] 

bf  = bed-load scaling factor (default 1.0) [-] 
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sf  = suspended-load scaling factor (default 1.0) [-] 

The reference concentration is given by 

 , exp 4.5 cr
R cR cw m

cw
c A

 Θ
= Θ − Θ 

 (2-76) 

where the coefficient cRA  is determined by the following relationship 

 ( )*0.0035exp 0.3cRA d= −  (2-77) 

The current-related shear stress is calculated using Equation (2-11). The 
total bed roughness is assumed to be a linear summation of the grain-
related roughness sgk , form-drag (ripple) roughness srk , and sediment-

related roughness ssk : 

 , | , | , |s c w sg sr c w ss c wk k k k= + +  (2-78) 

where the subscript c|w indicates either the current- (c) or wave-related 
(w) component. Here the grain-related roughness is estimated as 

502sgk d= . The ripple roughness, srk , is calculated as (Soulsby 1997) 

 
2
, |

, |
, |

7.5 r c w
sr c w

r c w

H
k

L
= ,  (2-79) 

where rH  and rL  are the ripple height and length, respectively. Here 
again the subscript c|w indicates either the current- (c) or wave-related (w) 
component. 

The wave bottom shear stress is calculated using Equation (2-12) with the 
wave friction factor, wf , of Swart (1974)  

 
( )0.19exp 5.21 6.0 for 1.57

0.3 for 1.57
w

r r
f

r

− − >= 
≤

 (2-80) 

in which r  is the relative roughness defined as /w sgr A k= . 
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The current- and wave-related sediment roughnesses are estimated as  

 , | 50 |5ss c w c wk d= Θ  (2-81) 

The above equation must be solved simultaneously with the expressions 
for the bottom shear stress because the roughness depends on the stress.  

The vertical sediment diffusivity is calculated as  

 

1/3
eD

hε
ρ

 
=  

 
 (2-82) 

where eD  is the total effective dissipation given by 

 

3 3 3
e b b c c w wD k D k D k D= + +  (2-83) 

in which bk , ck , and wk  are coefficients, bD  is the wave breaking dissipa-
tion (from the wave model), and cD  and wD  are the bottom friction dissi-
pation due to currents and waves, respectively. The dissipation from bot-
tom friction due to current, cD , and the dissipation from bottom friction 
due to waves, wD , are expressed as 

 | | * |c w c w c wD uτ=  (2-84) 

where again the subscript c|w indicates either the current (c) or wave (w) 
related component, and * |c wu  and |c wτ  are the current- or wave-related bed 

shear velocity and stress, respectively. The coefficient bk =0.017 (Camenen 

and Larson 2008), and ck  and wk  are function of the Schmidt number: 

 | |6c w c wk κ σ=  (2-85) 

where |c wσ  is either the current or wave-related Schmidt number calcu-

lated from the following relationships (Camenen and Larson 2008): 
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In the case of coexisting or combined waves and currents, the wave-
current Schmidt number is estimated as  

 ( )5 51cw c c c wσ β σ β σ= + −  (2-88) 

where / ( )c wU U uβ = +  is a weighting factor. 

For multiple-sized (nonuniform) sediments, the fractional equilibrium se-
diment transport rates are calculated as  
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 (2-89) 
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 (2-90) 

where the subscript k indicates variables which are calculated based only 
on the sediment size class k. kξ  is the hiding and exposure coefficient.  

van Rijn 

The van Rijn (1984a,b) equations for bed load and suspended load trans-
port are used with the recalibrated coefficients of van Rijn (2007a,b), as 
given by  
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 (2-92) 

where  

*bq  = equilibrium bed-load transport rate [kg/m/s] 

*sq  = equilibrium suspended-load transport rate [kg/m/s] 

50d  = median grain size [m] 

s  = sediment specific gravity [-] 

g  = gravitational constant (9.81 m/s2) 

sρ  = sediment particle density (~2650 kg/m3) 

U  = depth-averaged current velocity [m/s] 

crU  = critical depth-averaged velocity for incipient motion [m/s] 

eU  = effective depth averaged velocity [m/s] 

sf  = suspended-load scaling factor (default 1.0) [-] 

bf  = bed-load scaling factor (default 1.0) [-] 

The effective depth-averaged velocity is calculated as e wU U uγ= +  with γ

=0.4 for random waves and γ =0.8 for regular waves. wu  is the bottom 
wave orbital velocity based on linear wave theory. For random waves, 

w wsu u=  where wsu  is based on the significant wave height and peak wave 
period (see Equation 2-15). The critical depth-averaged velocity is esti-
mated as (1 )cr c crc c crwU U uβ β= + −  where / ( )c wU U uβ = +  is a blending 
factor. crcU  is the critical depth-averaged current velocity given by Equa-
tion (2-65 ). crwu  is the critical bottom wave orbital velocity amplitude giv-
en by Equation (2-66 ).  

According to van Rijn (2007), the bed load transport formula predicts 
transport rates by a factor of 2 for velocities higher than 0.6 m/s, but un-
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der predicts transport rates by a factor of 2 to 3 for velocities close to the 
initiation of motion.  

The van Rijn formula (1984a,b; 2007a,b) were originally proposed for 
well-sorted sediments. The sediment availability is included by multiplica-
tion of transport rates with the fraction of the sediment size class in the 
upper bed layer. The hiding and exposure is considered by a correction 
factor which multiples to the critical velocity. When applied to multiple-
sized sediments, the fractional equilibrium transport rates are calculated 
as 
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where 1kp  is the fractional bed composition and kξ  is the hiding and ex-
posure coefficient. The subscript k indicates values which are calculated 
based on the kth sediment size class.  

Soulsby-van Rijn 

Soulsby (1997) proposed the following equation for the total load sediment 
transport rate under action of combined current and waves,  
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 (2-96) 

where  

*bq  = equilibrium bed-load transport rate [kg/m/s] 

*sq  = equilibrium suspended-load transport rate [kg/m/s] 
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sρ  = sediment particle density (~2650 kg/m3) 

U  = depth-averaged current velocity [m/s] 

eU  = effective velocity defined as 2 20.018
rms

d
U u

C
= +  [m/s] 

rmsu  = root-mean-square bottom wave orbital [m/s] 

dC  = drag coefficient due to currents alone [-] 

crcU  = critical depth-averaged velocity for initiation of motion for 
currents based on van Rijn (1984c) [m/s] 

sf  = suspended-load scaling factor (default 1.0) [-] 

bf  = bed-load scaling factor (default 1.0) [-] 

The current drag coefficient is calculated using Equation (2-9) with the 
bed roughness length, 0z , set to 0.006 m following Soulsby (1997).  

The Soulsby-van Rijn formula is modified for multiple-sized sediments 
similarly to the van Rijn formula in the previous section with the equation  
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The subscript k indicates that the value is calculated based only on the size 
class k and not the median grain size. The availability of sediment fractions 
is included through 1kp , while hiding and exposure of grain sizes is ac-
counted for by modifying the critical velocity. It is noted that the Soulsby-
van Rijn (1997) formula are very similar to the van Rijn (1984a,b; 
2007a,b) except for the definition of the effective velocity and the recali-
bration of the bed-load formula coefficients in van Rijn (2007a). The pro-
posed changes for multiple-sized sediments should be verified with mea-
surements or numerical simulations for nonuniformly-sized sediment 
transport.  
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Watanabe  

The equilibrium total-load sediment transport rate is determined by Wa-
tanabe (1987) as 

 [ ] max
* (1 ) b cr

t s s b s s Watq f r f r A U
g

τ τρ
ρ
− 

= + −  
 

 (2-99) 

where  

*tq  = potential total-load transport rate [kg/m/s] 

sr  = fraction of suspended load defined by Equation (2-47) [-] 

maxbτ  = combined wave-current maximum shear stress [Pa] 

ρ  = water density (~1025 kg/m3) 

g  = gravitational constant (9.81 m/s2) 

crτ  = critical shear stress of incipient motion [Pa]  

WatA  = empirical coefficient typically ranging from 0.1 to 2.0 [-]  

sf  = suspended-load scaling factor (default 1.0) [-] 

bf  = bed-load scaling factor (default 1.0) [-] 

The critical shear stress is determined from the Shields diagram. The max-
imum bed shear stress maxbτ  is calculated as (Soulsby 1997)  

 ( ) ( )2 2
max cos sinb b w wτ τ τ ϕ τ ϕ= + +  (2-100) 

where bτ   is the mean shear stress by waves and current over a wave cycle, 

wτ  is the mean wave bed shear stress, and ϕ  is the angle between the 
waves and current. The wave bed shear stress is calculated using Equation 
(2-12) with the wave friction factor, wf , by Nielsen (1992)  

 ( )0.2exp 5.5 6.3wf r−= −  (2-101) 

in which r  is the relative roughness defined as /w sgr A k= . wA  is the semi-

orbital excursion defined as ( )/ 2w wA u T π= .  
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The fraction of suspended sediment, sr , is estimated using the van Rijn 
(2007a,b) transport equations described above. Besides being needed in 
the total-load transport equation (Equation 2-46), it also allows the appli-
cation of the bed and suspended load scaling factors in a way similar to all 
other transport formula.  

The Watanabe (1987) transport formula is modified for multiple-sized se-
diments as  

 [ ] max
* 1(1 ) b k crk

tk s sk b sk s k Watq f r f r p A U
g

τ ξ τρ
ρ

 −
= + −   

 
 (2-102) 

where 

kξ  = hiding and exposure correction [-] 

skr  = fraction of suspended load for each size class defined by Equa-
tion (2-47) [-] 

1kp  = fraction of the kth sediment size in the first layer [-] 

crkτ  = critical shear stress of incipient motion for the kth sediment 
size class [Pa]  

Hiding and Exposure 

When the bed material is composed of multiple grain sizes, larger grains 
have a greater probability of being exposed to the flow while smaller par-
ticles have a greater probability of being hidden from the flow. Figure 2-6 
shows an example of a sediment grain kd  being exposed to the flow by an 

exposure height e∆ , and sediment grain jd  being hidden by kd .  

 
Figure 2-6. Schematic of the exposure height of bed sediment grains. 
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For the transport formulas described above, the hiding and exposure me-
chanism is considered by correcting the critical shear stress or velocity us-
ing a hiding and exposure correction function, kξ . For the Lund-CIRP 

transport formula, an alternate approach is required due to the way in 
which the Shields number and grain size are included in the formulation; 
thus, the hiding and exposure correction function is directly used to mul-
tiply the transport rate. Two methods are used to calculate kξ , depending 

on whether the sediment transport model is run with a single sediment 
size or with multiple sediment sizes; the methods are described in the fol-
lowing sections. 

Single-sized sediment transport 

In some applications, the coastal bed material is dominated by a single se-
diment size with patches of other sediment sizes or materials (e.g. shell 
hash) that may not contribute significantly to morphology change in the 
areas of interest; however, they may modify the sediment transport 
through hiding and exposure. For example, it is possible for the bed ma-
terial to consist of mostly uniform sand with patches of shell fragments 
(bimodal distribution) in some regions. The shell material is difficult to 
model numerically because it is usually poorly sorted and its hydraulic 
properties are unknown. For such regions, sediment transport models of-
ten tend to over-estimate erosion since the impacts of hiding effect of the 
coarser shell material are not represented (e.g. Cayocca 2001). A better 
and more physical plausible approach is to use the local bed composition 
along with a correction to account for the hiding and exposure effects of 
the uniform sand with the patches of coarser shell material. For single-
sized sediment transport, the correction function for hiding and exposure 
is calculated following Parker et al. (1982) as 

 50

m

k
k

d
d

ξ
 

=  
 

 (2-103) 

where m  is an empirical coefficient between 0.5 to 1.0. The aforemen-
tioned sediment transport equations are implemented by using the trans-
port grain size kd  rather than the bed material 50d . A single and constant 

transport size kd  is used, while the bed material 50d  varies spatially. The 

spatial distribution of 50d  can be obtained from field measurement data 

and for simplicity is assumed constant during the model simulation time. 
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This is a significant assumption and may not be reasonable for some appli-
cations. However, this method provides a simple conceptual mechanism 
for considering an important process in the proposed single-sized sedi-
ment transport model. The approach has been successfully applied to 
Shinnecock Inlet, NY to simulate morphology change at a coastal inlet 
(Sánchez and Wu 2011a). A more accurate and complex approach is to si-
mulate the transport and sorting of multiple-sized sediments.  

Multiple-sized sediment transport 

The hiding and exposure correction for each sediment size class is based 
on Wu et al. (2000) 
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 (2-104) 

where m  is an empirical coefficient that varies for each transport formula, 
approximately equal to 0.6-1.0. ekP  and hkP  are the total hiding and expo-

sure probabilities and are calculated as  
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 (2-105) 

where N is the number of grain size classes.  

Horizontal Sediment Mixing Coefficient  

The horizontal sediment mixing coefficient, sν , represents the combined 
effects of turbulent diffusion and dispersion due to nonuniform vertical 
profiles. In CMS, the horizontal sediment mixing coefficient is assumed to 
be proportional to the total eddy viscosity as  

 /s t sν ν σ=  (2-106) 

where sσ  is the Schmidt number and tν  is the total eddy viscosity. There 
are many formulas to estimate the Schmidt number however for simplicity 
it is assumed to be constant here. The default value for the Schmidt num-
ber is equal to 1.0 but may be modified by the user.  
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Boundary Conditions 

At closed boundaries (interface between wet and dry cells), the sediment 
transport rate normal to the boundary is set to zero. The inflow boundary 
condition requires a given sediment concentration at the boundary. How-
ever, for most coastal applications, the actual sediment concentration is 
not available and the model implements the equilibrium concentration. 
The equilibrium concentration is the concentration that is reached under 
steady and horizontally uniform conditions. Inflow sediment transport 
rates may be specified either as a total sediment transport rate, ,sed totQ  in 
kg/s, or as a fractional sediment transport rate, ,sed kQ  in kg/s, for each se-

diment size class. The fractional sediment transport ,tk Bq  at boundary cell 

B in kg/m/s is then calculated along the cell string according to 
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tk B sed k

f tk N

q
q Q

l q
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∆∑  (2-107) 

where *
,tk Bq  is the potential sediment transport rate at boundary cell B and 

fl∆  is the inflow cell face width. If the flow is directed outward of the do-

main, a zero-gradient boundary condition is used for sediment concentra-
tion. 
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3 Numerical Methods 

Overview 

CMS-Flow has both implicit and explicit solution schemes. The explicit 
solver is designed for dynamic problems with extensive wetting and drying 
that require small computational time steps, while the implicit solver is 
intended for simulating tidal- and wave-induced circulation at tidal inlets, 
navigation channels, and adjacent beaches. A detailed description of the 
numerical formulation of the explicit solver of CMS-Flow can be found in 
Buttolph et al. (2006) and is not repeated here. The sections below specifi-
cally refer to the implicit solver of CMS-Flow. 

The implicit solver uses the SIMPLEC algorithm (Van Doormal and Raith-
by 1984) on a non-staggered grid to handle the coupling of water level and 
velocity. Primary variables u-, v-velocity, and water level are stored on the 
same set of grid points, and fluxes at cell faces are determined using a Rhie 
and Chow (1983) type momentum interpolation method (Wu et al. 2011). 
The explicit solver uses a staggered grid with velocities at the cell faces and 
the water levels and water depths at the cell centers (Buttolph et al. 
2006a). CMS-Flow also calculates salinity, sediment transport, and mor-
phology change. The governing equations for hydrodynamics and sedi-
ment and salinity transport have similar forms which can be written as a 
general transport (advection-diffusion) equation. In order to avoid redun-
dant derivations of discretized equations, the discretization of the general 
transport equation is described in this chapter and the same discretization 
may be applied to all of the transport equations. Then, the specific solution 
procedures for hydrodynamics, sediment transport and bed change are 
introduced. 

Computational Grid 

The explicit time scheme in CMS-Flow supports uniform and nonuniformly 
spaced Cartesian grids while the implicit version of CMS-Flow supports ge-
neric Cartesian grids which can be uniform, nonuniform, or telescoping. The 
telescoping locally refines the mesh by splitting a cell into subcells. The only 
requirement imposed by the numerical methods is that the cells must have a 
rectangular shape. Additional requirements are imposed by the user inter-
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face which limits the variety of types of Cartesian grids to help simplify the 
grid generation and avoid grid quality issues. The following requirements 
are applied.  

1. Cells can only be subdivided into four subcells. 

2. Only two neighboring cells are allowed in the same direction (i.e. 
North, South, East, and West).  

3. Cells may have a maximum of 6 neighbors. 

4. Refinement levels must be spaced by at least one cell apart. 

Limiting the number of neighboring cells to six avoids excessive cell re-
finement and limits the band width of the coefficient matrix for the linear-
lized system of equations solved by the implicit solution scheme. The last 
two requirements avoid having excessive cell refinement which can cause 
numerical instabilities. The first requirement simplifies the grid genera-
tion process but may be relaxed in future versions. Examples of invalid 
Cartesian grids are shown in Figure 3-1. Examples of violations of the 
above 4 requirements are shown in sequential order from a to b. 

 
a. 

 
b. 

 
c. 

 
d. 

Figure 3-1. Examples of invalid Cartesian computational grids.  

The CMS-Flow grids generated in the SMS interface can be classified as 
uniform, nonuniform Cartesian grids, regular telescoping, and stretched 
telescoping grids (see Figure 3-2).  
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Figure 3-2. Types of Cartesian grids supported by the SMS interface and CMS-Flow.  

One important aspect of incompressible flow models is the location of 
primary variables: velocity and pressure (water level). On a staggered grid, 
the pressure (water level) is located at the center of cells and the u- and v-
velocities are located along the faces of cells (Harlow and Welsh 1965; Pa-
tankar 1980). On a non-staggered grid, all of the primary variables are lo-
cated at the center of cells. This can lead to the spatial oscillations referred 
to as “checkerboard” oscillations and model instability if the linear inter-
polation between nodes is used to determine the fluxes at cell faces. A 
staggered grid can more easily eliminate these oscillations when compared 
to a non-staggered grid; however, a non-staggered grid involves a simpler 
source code and can minimize the number of coefficients that must be 
computed and stored during a simulation because many of the terms in 
the equations are equal. In particular, a staggered grid is more compli-
cated when handling the interface between coarse and fine cells where 
five- or six-face control volumes are used. Therefore, a non-staggered (col-
located) grid approach is adopted for CMS-Flow, with a Rhie and Chow 
(1983) momentum interpolation technique used to eliminate the checker-

Regular 
or Uniform 

Regular 
Telescoping 

Stretched  
Telescoping 

Nonuniform  
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board oscillations. Figure 3-3 shows the location of primary variables on 
the 5- and 7-point stencils (computational molecule). 

 
Figure 3-3. Computational stencils and control volumes for two types of Cartesian 

grids: nonuniform Cartesian (left) and telescoping grid (right). 

The data structure for a grid can be approached in three ways: 1) block-
structured, 2) hierarchical tree, and 3) unstructured. The block-structured 
approach divides the domain into multiple blocks and each block is treated 
as structured. A special treatment is applied between blocks to ensure 
mass and momentum balance using this approach. The hierarchical tree 
approach is memory intensive and requires parent-child relationships and 
a tree traverse to determine mesh connectivity. For the unstructured ap-
proach, all cells are numbered in a 1D sequence and tables are used to de-
termine the connectivity of neighboring cells. Among these three ap-
proaches, the unstructured approach is the most simple and is therefore 
applied in CMS-Flow. Computational cells are numbered in an unstruc-
tured manner via a 1D index array. Inactive cells (permanently dry) are not 
included in the 1D index array to save memory and computational time. 
All active computational cells are numbered sequentially. It is noted that 
using an unstructured data approach does not limit the model from using 
matrix solvers designed for structured grids. For convenience with han-
dling boundary conditions, each boundary cell has a neighboring ghost cell 
outside of the computational domain. Ghost cells are stored at the end of 
the 1D index array.  
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General Transport Equation 

The general transport equation is given by 

 




Source Term
Temporal Term

Advection Term Diffusion Term

( )( ) j

j j j

hVh h S
t x x x

φφφ φ ∂∂ ∂ ∂
+ = Γ +  ∂ ∂ ∂ ∂ 




 (3-1) 

where  

t  = time [s] 

φ  = general scalar 

h  = total water depth [m] 

jV  = total flux velocity [m/s] 

Γ  = diffusion coefficient for φ  

Sφ  = source/sink term which includes all remaining terms  

Note that in the case of the continuity and momentum equations, φ  is 
equal to 1 and iV , respectively. In the case of sediment and salinity trans-
port φ  is equal to tkC  and salC , respectively.  

Spatial Discretization 

A control-volume technique is used in which the governing equations are 
integrated over a control volume to obtain an algebraic equation that can 
be solved numerically. Integration of Equation (3-1) over a control volume 
(shaded areas in Figure 3-3) yields: 

 
( )d d dj

j jA A A

h A hV h A S A
t x x

φφ φφ
 ∂ ∂ ∂

+ − Γ =  ∂ ∂ ∂ 
∫ ∫ ∫  (3-2) 

 ( ) ( )( ) ˆ ˆ dP P
P i i i i P P

L

h A h nV n L S A
t

φφ φ φ∂
∆ + − Γ ∇ = ∆  ∂ ∫  (3-3) 

 
 ( )( )P P

ffP f f f P Pf
f

h A h V l S A
t

φφ φ φ⊥
∂  ∆ + − Γ ∇ ∆ = ∆  ∂ ∑   (3-4) 
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where  

1 2ˆ ˆ ˆ( , )in n n=  = outward unit vector normal to cell face f [-] 

ˆ( )f i i fV nV=  = outward cell face velocity [m/s] 

Pφ  = value of φ  at the cell centroid  

Ph  = total water depth at the cell centroid [m] 



fh  = linearly interpolated total water depth at cell face f [m] 

( ) ( )ˆi if f
nφ φ⊥∇ = ∇  = outward normal gradient of φ  at cell face f  

fΓ  = linearly interpolated diffusion coefficient for φ  

PA∆  = area of cell P [m/s] 

fl∆  = length of cell face f [m] 

PSφ  = source/sink term  

In the above equations the Gauss Divergence Theorem has been used to 
convert the area integral to a boundary integral. In addition, the area inte-
grals have been evaluated assuming variables vary linearly within cells. 
The cell face velocity, fV , is calculated using a momentum interpolation 

method similar to that of Rhie and Chow (1983) and is described in Sec-
tion: Hydrodynamics of the present Chapter.  

Temporal Discretization 

The general transport equation is rewritten as  

 

( ) Fh dt dt
t
φ∂

=
∂∫ ∫  (3-5) 

where F  includes all the remaining terms. For stability and efficiency, a 
fully implicit time-stepping scheme is used in the form 

 

1 1 1 1 1(1 0.5 ) (1 ) 0.5 Fn n n n n n nh h h tθ φ θ φ θ φ+ + − − ++ − + + = ∆  (3-6) 

where θ  is a weighting factor between 0 and 1. For θ  = 0, the scheme re-
duces to the first-order backward Euler scheme, and with θ  = 1, the 
scheme reduces to the second-order backward scheme (Ferziger and Peric 
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1997). The superscripts indicate the time step levels, with n+1 being the 
next time step, n being the current time step, and n-1 being the previous 
time step. 

Cell-face interpolation operator 

The general formula for estimating the cell-face value fφ  is given by  

 ( ) ( )(1 ) (1 )f N P N P
f f f r f rφ φ φ φ φ⊥ ⊥ ⊥ ⊥= + − + ∇ + − ∇

   

  (3-7) 

where f⊥  is a linear interpolation factor, ∇


 is the gradient operator in the 

direction parallel to face f, and r


 is the distance from the cell center to the 

ghost point O parallel to the cell face f (see Figure 3-4).  

 
Figure 3-4. Schematic showing interface interpolation: (a) coarse to fine and (b) fine 

to coarse.  

The subscripts   and ⊥  indicate the components parallel and normal to 

the cell face. By definition 1 2ˆ ˆ2 1n n= +  and 1 2ˆ ˆ1 2n n⊥= + . Note that for 

neighboring cells without any refinement, r


 is equal to zero and the above 

equation is consistent with non-refined cell faces. The linear interpolation 
factor is defined as 

 , , ,

, , , ,

f P P

N P P N

x x x
f

x x x x
⊥ ⊥ ⊥

⊥
⊥ ⊥ ⊥ ⊥

− ∆
= =

− ∆ + ∆
 (3-8) 

where , fx⊥  is the coordinate of f perpendicular to the face and x⊥∆  is the 

cell dimension perpendicular to the face f.  
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Advection Schemes 

Hybrid Scheme 

The hybrid scheme is composed of a first-order upwind scheme and a 
second-order central difference scheme. The cell-face advective value is 
given by  

 
( ) / 2 for 2

for 2

D C f
f

C f

P

P

φ φ
φ

φ

 + <= 
>

 (3-9) 

where the subscripts D  and C  indicate the downstream and upstream 
values, and /f f fP U δ⊥= Γ  is the Peclet number at the cell face in which 

, ,N Px xδ⊥ ⊥ ⊥= − . In the hybrid scheme when the Peclet number is larger 

than 2, the first-order upwind value is used; otherwise, the second-order 
central difference value is used.  

Exponential Scheme 

The exponential scheme interpolates the face value using an exact solution 
to the 1D steady advection-diffusion equation: 

 
( )

( )
0

0

exp / 1

exp 1
f ff

L f

P x

P

δφ φ
φ φ

⊥ −−
=

− −  (3-10) 

where 0 0xφ φ
=

= , L x Lφ φ
=

= . The exponential scheme has automatic up-

winding and is stable, but is usually less than second order. 

Hybrid Linear/Parabolic Scheme 

The Hybrid Linear/Parabolic Approximation (HLPA) scheme of Zhu 
(1991) may be written as  

 
( ) ˆ ˆfor 0 1

otherwise
C D C C C

f
C

φ φ φ φ φ
φ

φ

 + − ≤ ≤= 


 (3-11) 
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where the subscripts D , C , and U indicate the first downstream and first 
and second upstream cells, respectively. The normalized variable, Ĉφ , is 
determined based on the formulation of Jasak et al. (1999) 

 ( ) ,

ˆ 1
2

C U D C
C

D U CC

φ φ φ φ
φ

φ φ φ δ⊥ ⊥

− −
= = −

− ∇  (3-12) 

where , , ,C D Cx xδ⊥ ⊥ ⊥= − . The HLPA scheme is second order. Choi et al. 

(1995) found that the HLPA scheme has similar accuracy to the third-
order SMARTER and LPPA schemes but is simpler and more efficient. 

Cell-face gradient operator 

A linearly exact second-order approximation for the normal gradient at 
cell face f is calculated using the auxiliary node concept of Ferziger and 
Peric (1997)  

 
( ) ( )

( ) N P N P
f

r rφ φφ φφ
δ δ⊥
⊥ ⊥

∇ − ∇−
∇ = +

   

 (3-13) 

where the subscripts P and N refer to two neighboring cells, 

, ,N Px xδ⊥ ⊥ ⊥= −  is the distance between cells P and N, normal to the cell 

face (see Figure 3-4), and ∇


 is the gradient operator in the direction pa-

rallel to face f. Ham et al. (2002) compared the auxiliary node formulation 
to the fully-unstructured discretization proposed by Zwart et al. (1998) for 
the viscous terms and found that the auxiliary node formulation is signifi-
cantly more stable. 

Cell-centered gradient operator 

The cell-centered gradient operator is calculated using the Gauss’ Diver-
gence Theorem as 

 

ˆd fi i f
fA

A n lφ φ∇ = ∆∑∫  (3-14) 

The equation above is second order and conservative for regular and non-
uniform grids.  
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Reconstruction, Monotonicity, and Slope Limiters 

Variables are linearly reconstructed within the cells as 

 P Prφ φ φ= + ⋅∇


 (3-15) 

where Pφ  is the cell-average value specified at the cell centroid, r  is the 
distance vector from the cell centroid to any location within the cell, and 

Pφ∇  is the cell-centered gradient. The reconstruction is second order and 

conservative in the sense that P PA dAφ φ
Ω

∆ = ∫ . The linear reconstruction is 

used when interpolating cell-face values (Equation 3-7) and calculating 
cell-face gradients (Equation 3-13). If the reconstruction satisfies the local 
maximum principle  

 min( ,0) max( ,0)P P Prφ φ φ φ φ− ≤ ⋅∇ ≤ −


 (3-16) 

then no new extrema are created within the cell and the solution is mono-
tonic. Figure 3-5 shows two examples of linear reconstruction with and 
without slope limiters to ensure monotonicity.  

 
a. Unlimited 

 
b. Limited 

Figure 3-5. Schematics showing examples of (a) non-limited and (b) limited linear 
reconstructions. 

For non-telescoping grids, the slope limiter is calculated as  
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2

2

4 van Leer (1979)
( 1)

2( ) van Albada (1979)
( 1)

44min 1, , MUSCL( van Leer1979)
1 1
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rr
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r r

φ




+
Φ =  +
    + +  

 (3-17) 

where ir  is the ratio between two consecutive slopes  

 
( ) ( )
( ) ( )

1 1

1 1

i i i i
i

i i i i

x x
r

x x
φ φ

φ φ
+ −

+ −

− −
=

− −
 (3-18) 

Here the second-order van Leer (1979) limiter is used because of its 
smoothness. Figure 3-6 shows a comparison of three different common 
limiters. The slope limiter is applied in each direction separately.  

 
Figure 3-6. Comparison of three different slope limiters. 

For unstructured grids the slope limiters described above are difficult to 
implement because of the difficulty in defining forward and backward dif-
ferences. For telescoping grids the following Limited Central Difference 
(LCD) slope limiting procedure of Hubbard (1999) is applied 

 

max( ,0) for max( ,0)
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1 otherwise
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where P f Pr x x= −
   . In the procedure outlined by Hubbard (1999), a scalar 

limiter is then calculated as ( )min fΦ = Φ . Here a directional limiter is ap-

plied as ( )mini ff f i∈ ⊥
Φ = Φ , which is less dissipative. Finally, the cell-centered 

gradient is limited as  

 *
i P i i Pφ φ∇ = Φ ∇  (3-20) 

where *
i Pφ∇  is the unlimited gradient 

Source/sink term 

The source/sink term is linearized as (Patankar 1980) 

 ( )d C P
P

A

S A S S Aφ= + ∆∫  (3-21) 

where PA∆  is the cell area, and C PS S S φ= +  is approximated as the cell-

average source/sink term. The coefficient SP is required to be non-positive 
for stability. 

Assembly of Algebraic Equations 

Assembly refers to the process of combining terms to create a linear sys-
tem of algebraic equations. The algebraic equation for each cell is obtained 
by first combining or assembling all of the terms. Then, the continuity eq-
uation is multiplied by 1n

pφ
+  and is subtracted from the transport equation. 

The resulting discretized equation for cell P is  

 1 1n n
P P N N

N
a a bφφ φ+ += +∑  (3-22) 

where the subscript N refers to the neighboring cell sharing cell faces, Pa  

and Na  are linear coefficients for 1n
Pφ
+  and 1n

Nφ
+ . The last term, bφ , con-

tains all the remaining terms. Applying a similar equation for all of the in-
ternal cells of a grid results in a system of algebraic equations. This set of 
equations is referred to as the discretized governing equations.  
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Implicit Relaxation 

The right-hand-side of the algebraic system of equations ( bφ ) generally 

contains deferred corrections and source terms which must be computed 
iteratively. This iteration loop is referred to as the outer loop and the loop 
within the linear iterative solver (see Section Iterative Solvers) is referred 
to as the inner loop. Under-relaxation is often applied to stabilize the con-
vergence of the outer iteration loop. Under-relaxation may be applied as 

1 1 (1 )m n m
φ φφ α φ α φ+ += + −  in which φα  is an under-relaxation parameter 

(0 < φα  ≤ 1). The superscript m indicates the previous iteration, and super-

script m+1 indicates the new relaxed value. A better approach which is 
used here is to introduce the under-relaxation directly in the algebraic sys-
tem of equations (Majumdar 1988; Ferziger and Peric 1997) as 

 1 1 1n n mP
P N N P P

N

a a b aφ
φ

φ φ

α
φ φ φ

α α
+ + −
= + +∑  (3-23) 

This is referred to implicit under-relaxation and has the effect of making 
the coefficient matrix more diagonally dominant thus improving conver-
gence. 

Iterative Solvers 

The selection of an iterative solver is one of the key issues impacting the over-
all performance of the model. CMS has six iterative solvers available and they 
are described in more detail below: 1) GMRES, 2) BiCGStab, 3) SIP, 4) ICCG, 
5) Gauss-Seidel, and 6) Gauss-Seidel with Successive-Over-Relaxation. The 
default iterative solver is a variation of the GMRES (Generalized Minimum 
RESidual) method (Saad 1993). The original GMRES method (Saad and 
Schultz 1986) utilizes the Arnoldi process to reduce the coefficient matrix to 
the Hessenburg form and minimizes the norm of the residual vector over a 
Krylov subspace at each iterative step. The variation of the GMRES method 
used here allows changes in preconditioning at every iteration step (Saad 
1993). The Incomplete Lower Upper Factorization ILUT (Saad 1994) is used 
as the preconditioner to speed-up convergence. The GMRES solver is applica-
ble to symmetric and non-symmetric matrices and leads to the smallest resi-
dual for a fixed number of iterations. However, the memory requirements and 
computational costs become increasingly expensive for larger systems.  
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The BiCGStab (BiConjugate Gradient Stabilized) iterative solver is also a Kry-
lov subspace solver and is applicable to symmetric and non-symmetric ma-
trices (Saad 1996). BiCGStab also uses ILUT as a preconditioner (Saad 1994). 
The BiCGStab method can be viewed as a combination of the standard Bicon-
jugate Gradient solver where each iterative step is followed by a restarted 
GMRES iterative step. One advantage of the BiCGStab iterative solver is that 
the memory requirements are constant for each iteration and there are less 
computational costs when compared to the GMRES method (for less than 4 
iterations).  

The SIP (Strongly Implicit Procedure) iterative solver uses an Incomplete 
Lower Upper decomposition, which approximates the exact Lower Upper de-
composition (Stone 1968). The method is specifically designed for algebraic 
systems of equations derived from partial differential equations. The imple-
mentation here is for a 5-point stencil and therefore only applies to nonteles-
coping grids.  

The ICCG (Incomplete Cholesky preconditioned Conjugate Gradient) iterative 
solver is applicable to symmetric matrices such as the pressure correction eq-
uation (Ferziger and Peric 2002). The implementation here is also for a 5-
point stencil and therefore can only be applied to nontelescoping grids.  

The simplest iterative solvers implemented here are the point-implicit Gauss-
Seidel solvers with or without Successive-Over-Relaxation. The Succesive-
Over-Relaxation may speed-up convergence but can also lead to model diver-
gence (Patankar 1980). Even though the Gauss-Seidel method requires more 
iterations for convergence, the overall efficiency may be higher than the 
GMRES and BiCGStab because each iteration is computationally inexpensive 
and the code is efficiently parallelized. However, the GMRES and BiCGStab 
methods are more robust and perform better for large time steps based on 
experience. 

Convergence and Time-Stepping 

During the iterative solution process, error is calculated and used to de-
termine if a solution has converged, diverged, or stalled at an error below a 
set tolerance threshold. An estimate of the error in solving the general al-
gebraic equation is given by 
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 1 11 n n
P N N P P

NP

r a a b
a φφ φ+ + = − + 

 
∑  (3-24) 

The l2-norm of the residual errors is given by 

 2
2 P

cells P

r r= ∑  (3-25) 

Since this value depends on the total number of cells, the final statistic (re-
ferred to as the residual) that is used for estimating the model convergence 
is obtained by dividing the l2-norm by the square root of the number of 
cells 

 2m

c

r
R

N
=  (3-26) 

mR  is referred to simply as the “normalized residual error” and the super-
script refers to the iteration number. mR  is calculated for each variable 
that is solved at each iteration step of the solution process. Each equation 
has default maximum tolerances for determining if the solution has con-
verged, diverged, or stalled. The maximum number of iterations that is 
imposed is set equal to M. A minimum of 5 iterations are required for the 
hydrodynamic equations, and a minimum of M/2 iterations are required 
for the sediment transport equations. Table 3-1 lists the default criteria to 
determine whether the iterative solution procedure has converged, re-
quires a reduced time step, or has diverged. 

Table 3-1. Default criteria to determine whether the iterative solution procedure has 
converged, diverged, or requires a reduced time step. 

Variable Converged Reduce Time Step Diverged 

Current velocity, 
m/s 

If Rm<1x10-7  
 

If Rm>1.0x10-3  If Rm>1.0x10-2  
or |Ui|>10.0  

Pressure-
correction, m2/s2 

If Rm<1x10-8  
 

If Rm>1.0x10-4  If Rm >1.0x10-3  
or |p|>50.0  

Total-load con-
centration, kg/m3 

If Rm <1x10-8  
 

None If Rm >1.0x10-3  
or Ctk<0  

Salinity, ppt If Rm <1x10-6  None If Csal <0  
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For the implicit model, the time steps for the hydrodynamics, sediment 
and salinity transport are the same in order to avoid mass conservation 
problems and for simplicity. If any of the time step reduction criteria are 
met, then the time step is reduced by half and a minimum number of 2 
time steps are calculated at the newly reduced time step. If the last time 
step converged properly, then the time step is increased. The maximum 
time step allowed is equal to the user-specified initial time step. 

Ramp Function 

For most coastal applications, the model is initialized from a “cold start”, 
which means that the water level and current velocities are initially set to 
zero. When the model is initialized with anything other than zeros, this is 
referred to as a hot start. The ramp period allows the model to slowly tran-
sition from the specified initial conditions without “shocking” the system. 
The ramp function is defined here as  

 
1 1 cos min ,1
2 2Ramp

Ramp

tf
t

π
  

= −       
 (3-27) 

where t  is the simulation time and Rampt  is the ramp duration. The ramp 

function provides a smooth function for transitioning from the specified 
initial conditions and is plotted in Figure 3-7.  

 
Figure 3-7. Ramp function used in CMS. 

The ramp function is applied to the model forcing conditions, including 
the wave forcing, surface wind, sediment concentration capacity, and sig-
nificant wave height, by direct multiplication of these parameters by the 
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ramp function at each time step during the ramp period. Boundary condi-
tions in CMS are specified without consideration of this ramp period; 
therefore, the boundary conditions are also slowly transitioned from the 
initial condition by direct multiplication of the boundary conditions by the 
ramp function at each time step during the ramp period. The ramp period 
is usually on the order of a few hours to a few days and should not be con-
fused with the spinup period. The spinup period is the time it takes for the 
effects of the initial condition to disappear and can be much longer than 
the ramp period.  
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Hydrodynamics 

Momentum and Continuity  

The governing equations are solved in a segregated manner in which each 
governing equation is linearized and solved separately in a sequential 
manner within an iteration loop in order to obtain a converged solution. 
Coupling between the velocity (momentum) and water level (continuity) is 
achieved with the SIMPLEC algorithm (van Doormal and Raithby 1984). 
The main difficulty in solving the momentum equations is that the water 
level is not known a priori and must be calculated as part of the solution. 
The solution algorithm procedure is described below. First, an initial pres-
sure * *p gρ η=  is estimated based on the previous time step value. Then, 
the momentum equations are solved for the corresponding velocity  

 
* ** * *

*( )( ) j ii i
t i

j j j i

hV VhV V h ph S
t x x x x

ν
ρ

 ∂∂ ∂∂ ∂
+ = − +  ∂ ∂ ∂ ∂ ∂ 

 (3-28) 

where *
iS  includes all the remaining terms. The inter-cell velocities are 

calculated with a Rhie and Chow (1983) type interpolation method 

 ( )* * *P
f f

P ff

A hV H p
a ρ⊥ ⊥

 ∆  
= − ∇   

  



  (3-29) 

where ( )* * *P
f

P

A hH V p
a ρ⊥ ⊥ ⊥
∆

= + ∇  and ( ) f
  denotes the linear interpolation 

operator. This method avoids the checkerboard oscillations associated 
with the collocated grid. It is noted that this approach is slightly different 
from that originally proposed by Rhie and Chow (1983) and used by sever-
al authors such as Lai (2010). This current approach was found to be sig-
nificantly more stable.  

Next, the velocity V ′  and pressure corrections p′  are defined such that 
both the momentum and continuity equations are satisfied  

 1 *n
i i iV V V+ ′= + , 1 *np p p+ ′= +  (3-30a,b) 

Subtracting the initial velocity equation from the momentum equation 
leads to velocity correction equation 
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( )( ) i ji i

t
j j j i

hV VhV V h ph
t x x x x

ν
ρ

′ ′  ∂′ ′ ′∂ ∂∂ ∂
+ = −  ∂ ∂ ∂ ∂ ∂ 

 (3-31) 

This equation can be written in the discretized form as  

 , ,P i P N i N i P P
ha V a V p A
ρ

′ ′ ′= − ∇ ∆∑  (3-32) 

In the SIMPLEC algorithm, the velocity correction is assumed to vary 
smoothly so that ,N i Na V ′∑  may be approximated as ,i P NV a′ ∑ , which 

leads to the velocity correction equation  

 i iV G p′ ′= − ∇  (3-33) 

where ( / ) / ( )P P NG h A a aρ= ∆ −∑ . Using / / ( )h t p g tρ∂ ∂ = ∂ ∂  and substitut-

ing  1 *n
i i iV V V+ ′= +  in the continuity equation yields the semi-discrete water 

level correction equation 

 
( )** 1(1 0.5 )( ) (1 ) 0.5n n

j

j j j

hVp p p p phG
g t x x x

θ θ θ
ρ

− ∂ ′ ′+ + − + + ∂ ∂
= −  ∆ ∂ ∂ ∂ 

 (3-34) 

Note that at convergence, p′→0 and the above equation reduces to the 
continuity equation. Once the pressure correction equation is solved, the 
cell-centered water levels and current velocities are corrected. The cell face 
velocities are also corrected as 1 *n

f f fV V V+ ′= +  , in which the velocity correc-

tion is given by ( )f f f
V G p⊥′ ′= − ∇ .  

Summary of the SIMPLEC Algorithm: 

1. Guess the water level and pressure field *p . 

2. Solve the momentum equations (Equation 3-28) to obtain *
iV . 

3. Use the Rhie and Chow (1983) type momentum to determine the 
velocities and fluxes at cell faces (Equation 3-29). 

4. Solve the pressure equation (Equation 3-34) to obtain p′ . 
5. Use the correction equations to adjust the velocities and water le-

vels . 
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6. Treat the corrected water level and pressure field as a new guess, 
and repeat this procedure from Step 2 until convergence is 
achieved. 

Wetting and Drying 

During numerical simulations of the surface water flows with sloped 
beaches, sand bars, and islands, the land-water interface changes with 
time.  This means that it is possible for nodes at the land-water interface to 
be wet or dry throughout a given simulation. In CMS, a threshold water 
depth is used to judge drying and wetting. If the depth at the cell center is 
larger than the threshold value (i.e. a small value such as 0.02 m for field 
cases), then the node is considered to be wet. Similarly, if the depth at the 
cell center is smaller than the threshold value, then the node is considered 
to be dry. For the implicit solver, all of the wet and dry cells are included in 
the matrix solver. Dry cells are assigned with a zero velocity.  
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Salinity Transport 

Transport Equation 

The salinity transport equation is discretized using the methods described 
in the previous section entitled General Transport Equation and are not 
repeated here. 

Laplace Equation 

The option is provided to estimate the initial salinity based on the solution 
of a 2DH Laplace equation with given boundary conditions and scattered 
salinity values. The Laplace equation is discretized similarly to the trans-
port equation as 

 ( ) 0sal ff
f

C l⊥∇ ∆ =∑  (3-35) 

where 

( ) ( )ˆsal i i salf fC n C⊥∇ = ∇  = outward normal gradient of φ  at cell face f  

1 2ˆ ˆ ˆ( , )in n n=  = outward unit vector normal to cell face f [-] 

fl∆  = length of cell face f [m] 
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Sediment Transport and Morphology Change 

Transport Equations 

The sediment transport equations are discretized using the methods de-
scribed in the previous section entitled General Transport Equation and 
are not repeated here.  

Mixing Layer 

The mixing layer or active layer thickness calculation is slightly modified 
to avoid excessively small layers as  

 1 1,min 50 1,maxmin max( ,2 , / 2),dδ δ δ = ∆   (3-36) 

where ∆  is the bed form height and 1,minδ  and 1,maxδ  are the user specified 

the minimum and maximum mixing layer thicknesses, respectively. 

Bed Material Sorting 

The bed material sorting equation (Equation 2-53) is discretized as  

 1 1 *
1 1 1 1 2
n n n n n

k bk k kp z p z pδ δ+ + = ∆ + + ∆  (3-37) 

where 1
2 1 1 1

n nz zδ δ+∆ = − − ∆  is the change in the top elevation of the second 

bed layer and *
1

n n
k kp p=  for 2 0z∆ ≥  and *

2
n n

k kp p=  for 2 0z∆ < . The bed 

material gradation in the second layer is calculated from the following dis-
cretized form of Equation 2-54 

 1 1 *
2 2 2 2 2
n n n n n

k k kp p z pδ δ+ + = − ∆  (3-38) 

In order to avoid sediment layers from becoming extremely thin or thick, a 
layer merging and splitting algorithm is implemented between layers 2 
and 3. Here, the subscript 2 corresponds to the second layer. To illustrate 
the bed layering process, Figure 3-8 shows an example of the temporal 
evolution of 7 bed layers during erosional and depositional regimes. 



ERDC/CHL TR-11-X 76 

 

 
Figure 3-8. Schematic showing an example bed layer evolution. Colors indicate layer 

number and not bed composition. 

It is noted that in order to maintain a constant number of bed layers, the 
bottom two layers are merged if the second layer is split or a new layer is 
created at the bottom using the bed composition and thickness of the bot-
tom layer.  

Avalanching 

When the slope of a non-cohesive bed, bφ , is larger than the angle of re-
pose, Rφ , the bed material will slide (avalanche) to form a new slope ap-

proximately equal to the angle of repose. The process of avalanching is si-
mulated by enforcing b Rφ φ≤  while maintaining mass continuity between 

adjacent cells. The following equation for bed change due to avalanching is 
obtained by combining the equation for angle of repose and the continuity 
equation between two adjacent cells:  

 ( ) ( ), tan sgn tan HN Na
b p a b b R b R

N P N

A
z

A A
δ

α φ φ φ φ φ
∆

∆ = − − −
∆ + ∆∑  (3-39) 

where Nδ  is the cell center distance between cells P  and N , A∆  is the cell 
area, aα  is an under-relaxation factor (approximately 0.25-0.5), and H( )X  

is the Heaviside step-function representing the activation of avalanching 
and equal to 1 for X ≥0 and 0 for X <0. The sign function, sgn X  , is 
equal to 1 for X ≥0 and -1 for X <0 and accounts for the fact that the bed 
slope may have a negative or positive sign. Equation (3-38) is applied by 
sweeping through all computational cells to calculate a

bz∆  and then mod-
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ifying the bathymetry as 1m m a
b b bz z z+ = + ∆ . Because avalanching between two 

cells may induce additional avalanching at neighboring cells, the above 
sweeping process is repeated until avalanching no longer occurs. The un-
der-relaxation factor, aα , is used to stabilize the avalanching process and 

to avoid overshooting since the equation is derived considering only two 
adjacent cells but is summed over all (avalanching) neighboring cells. Eq-
uation (3-38) may be applied to any grid geometry type (i.e. triangles, rec-
tangles, etc.) and for situations in which neighboring cells are joined at 
corners without sharing a cell face.  

Hard bottom 

The sediment transport and bed change equations assume a loose bottom 
in which the bed material is available for entrainment. However, hard bot-
toms may be encountered in practical engineering applications where bed 
materials are non-erodible, such as bare rocks, carbonate reefs, and con-
crete coastal structures. Hard bottom cells in CMS are handled by modify-
ing the equilibrium concentration as * *min( , )t t tC C C′ =  in both the sedi-

ment transport and bed change equations. The bed slope term in the bed 
change equation is also modified so that only deposition (no erosion) may 
occur at hard-bottom cells.  

Implicit Semi-Coupling Procedure 

For a semi-coupled sediment transport model, the sediment calculations 
are decoupled from the hydrodynamics but the sediment transport, bed 
change, and bed material sorting equations are coupled at the time step 
level and thus solved simultaneously. A modified form of the iteration pro-
cedure of Wu (2004) is implemented in CMS. The equations are obtained 
by substituting 1 1 * 1

* 1
n n n
t k k tkC p C+ + +=  into the bed change and sorting equations 

and then substituting the sorting equation into the bed change equation.  

The solution procedure of sediment transport in CMS is as follows: 

1. Calculate bed roughness’s and bed shear stresses 

2. Estimate the potential sediment concentration capacity * 1n
tkC +  

3. Guess the new bed composition as 1n n
bk bkp p+ =  

4. Calculate the fractional concentration capacity 1 1 * 1
*
n n n
t k bk tkC p C+ + +=  

5. Solve transport equations for each sediment size class 
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6. Estimate the mixing layer thickness. 

7. Calculate the total and fractional bed changes 

8. Determine the bed sorting in the mixing layerRepeat Step 4 and ite-
rate until convergence 

9. Update the bed elevation 

10. Calculate the bed gradation in the bed layers below the mixing layer  

11. Calculate avalanching  

12. Correct the sediment concentration due to flow depth change  
 

When using the explicit time stepping scheme, the sediment transport and 
morphology change are solved at a time step which may be equal to or 
multiples of the hydrodynamic time step for efficiency. However when us-
ing the implicit time stepping scheme, the time step is relatively big and on 
the order of 10 min. Because the time step is so big, it is not necessary to 
use different time steps for hydrodynamics and sediment transport. In ad-
dition, using the same time step for hydrodynamics and sediment trans-
port provides a better mass balance. For these reasons, the sediment 
transport time step is always set to the hydrodynamic time step in the im-
plicit time stepping scheme.  
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Coupling Procedure of CMS-Flow and CMS-Wave 

CMS-Flow and CMS-Wave can be run separately or coupled together using 
a process called steering (Figure 3-9). The variables passed from CMS-
Wave to CMS-Flow are the significant wave height, peak wave period, 
wave direction, wave breaking dissipation, and radiation stress gradients. 
CMS-Wave uses the updated bathymetry (if sediment transport is turned 
on), water levels, and current velocities from CMS-Flow.  

 
Figure 3-9. Coupling process between CMS-Flow and CMS-Wave.  

The time interval at which the CMS-Wave model is run is called the steer-
ing interval. Currently, the steering interval is constant and therefore the 
input spectra must be at constant intervals without any gaps. A schematic 
showing the steering process is shown in Figure 3-10 in which the simula-
tions time is plotted as a function of the computational time.  

 
Figure 3-10. Schematic of steering process.  
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For CMS versions prior to version 4.0, the steering process is controlled in 
the SMS interface with communication files because the CMS-Wave and 
CMS-Flow models are separate executables. For CMS v4.0 and above, both 
CMS-Flow and CMS-Wave are contained within a single executable 
(known as the inline executable) and the steering process is controlled by 
an interval steering module. Two main advantages of the inline executable 
and inline steering module are: 1) the model runs faster because there is 
no need to use communication files or reinitialize the models (memory al-
location, variable initialization, etc.); and 2) the inline executable makes 
the improvement and maintenance of the steering module easier for the 
developers. The inline steering process is summarized below:  

1. CMS-Wave is run for the first two time steps and the wave informa-
tion is passed to CMS-Flow (Figure 3-10). If specified, the surface 
roller model is run on the wave grid, and the roller contributions to 
the radiation stresses are added to the wave radiation stresses.  

2. The wave height, period, dissipation, radiation stress gradients, and 
wave unit vectors are interpolated spatially from the CMS-Wave 
grid to the CMS-Flow grid.  

3. CMS-Flow is run until the next steering interval and wave variables 
are linearly interpolated throughout time during the specified steer-
ing interval. At each flow time step, variables such as wave length 
and bottom orbital velocities are updated using the current water 
depths and current velocities.  

4. Water levels, current velocities, and bed elevations are estimated 
for the next wave time step and are interpolated from the CMS-
Flow grid to the CMS-Wave grid.  

5. CMS-Wave is then run again for the following time step.  

6. Step 2-5 are repeated until the end of the simulation.  
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Spatial Interpolation and Extrapolation 

CMS allows the user to use the same or different grids for CMS-Flow and 
CMS-Wave. If the same grid is used, then no spatial interpolation is car-
ried out. If different grids are used, then spatial interpolation is necessary 
in order to transfer information from one model grid to another model 
grid. The interpolation of wave variables from the CMS-Wave grid to the 
CMS-Flow grid is done using a combination of bilinear and linear triangu-
lar interpolation. Bilinear interpolation is applied at non-jointed cells (i.e. 
cells with 4 neighbors) and triangular interpolation at jointed cells (cells 
with more than 4 neighbors). If the extents of the CMS-Wave and CMS-
Flow grids are different (e.g. if the CMS-Flow grid is smaller), then the 
extrapolation of variables is necessary in order to avoid boundary prob-
lems with the models. The spatial extrapolations for different variables are 
given by 

 ( ) ( )m m
P Nwave flow

η η=  (3-40) 

 ( ) ( ), ,
m m

i P ext i Nwave flow
U f U=  (3-41) 

 ( ) ( ) ( )1
, , ,

m m m
b P b P ext b Nwave wave flow

z z f z
−

= + ∆  (3-42) 

 ( ) ( ), ,
n n

s P ext s Nflow wave
H f H=  (3-43) 

 ( ) ( ), ,
n n

p P p Nflow wave
T T=  (3-44) 

 ( ) ( )n n
P Nflow wave

w w=
 

 (3-45) 

where η  is the mean water surface elevation, iU  is depth-averaged cur-

rent velocities, bz  is the bed elevation, sH  is the significant wave height, 

pT  is peak wave period, w  is the wave unit vector. The superscripts m and 

n indicate the CMS-Wave and CMS-Flow time steps respectively. The sub-
scripts wave and flow indicate variables on CMS-Wave and CMS-Flow grids 
respectively. The subscripts P and N indicate variables at the extrapolated 
and nearest neighbor cells. extf  is the extrapolation function given by 
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 ( ) 1, 1 cos min ,1
2

N
ext N ext

ext

rf r r
r

π
    = +   

    
 (3-46) 

Here, and N Nr r=


 is the distance vector from cell P to N, extr  is the extra-

polation distance. The extrapolation distance is assigned to each computa-
tional grid and can be either automatically calculated by CMS specified by 
the user. The mean water surface elevation, peak wave period, and wave 
unit vectors are extrapolated using a nearest neighbor. This approach is 
more physically accurate than extrapolating only to a certain distance. For 
example, water levels are controlled mainly by tides along the coast and 
the spatial variation is usually much smaller than the tidal range. Extrapo-
lating bed elevations from a boundary can lead to sharp changes in bathy-
metry in the wave model and instability problems in both the wave and 
flow models. A better approach is to extrapolate the bed change. It is noted 
that this is only for extrapolation. For internal cells the actual bed eleva-
tions are interpolated from the flow grid to the wave grid. Finally, careful 
attention is needed in determining the nearest neighbor so that variables 
are not extrapolated over inactive portions of the grid (e.g. interpolating 
values in a bay using values from the open ocean).  

Temporal Interpolation and Prediction  

Because CMS-Wave requires the water surface elevation at times that are 
ahead of the hydrodynamic model, the water surface elevation and cur-
rents must be predicted for the CMS-Wave time step. If the steering is rel-
atively small (<30 min), then the values from the last time step may be 
used without significant error as 

 ( ) ( )m n

i iflow flow
U U=  (3-47) 

 ( ) ( )m n

flow flow
η η=  (3-48) 

 ( ) ( )m n

b bflow flow
z z=  (3-49) 

where superscripts m and n indicate the CMS-Wave and CMS-Flow time 
steps, respectively. The subscript flow indicates the variables on the CMS-
Flow grid. For many coastal engineering applications, it is desirable and 
common to use relatively large steering intervals of 2 to 3 hours. For large 
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steering intervals, the change in water depth has the largest influence on 
the nearshore wave heights. Therefore, when using large steering intervals, 
it is desirable to make better predictions of water levels without using the 
previous time step water levels. In cases where the relative surface gra-
dients at any time are much smaller than the mean tidal elevation, a better 
approximation of water level may be obtained by decomposing the water 
level into  

 ( ) ( ) ( )m m m
m vflow flow flow

η η η= +  (3-50) 

where mη  is the mean water level and vη  is a variation around the mean 

due to due to tidal, wave, and wind generated surface gradients. mη  can be 
approximated from water level boundary conditions and is generally much 

larger. The water level variation, vη , may be neglected or approximated us-
ing the last flow time step as  

 ( ) ( ) ( ) ( )m n n n
v v mflow flow flow flow

η η η η≈ = −  (3-51) 

For most coastal inlet applications, the above equation is a better repre-
sentation of the water surface elevation and is used as the default in CMS. 
After spatially interpolating the wave variables (significant wave height, 
wave vector, peak wave period, wave breaking dissipation, and wave radia-
tion stresses) onto the CMS-Flow grid, the wave variables are linearly in-
terpolated in time. The wavelength, bottom orbital velocities, and mean 
wave-current bottom friction are then updated for current-wave interac-
tions at each flow model time step.  
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4 Summary  

The CMS is an integrated wave, current, sediment transport, and mor-
phology change model available in the Surface-water Modeling System 
(SMS). The CMS was developed under the Coastal Inlets Research Pro-
gram (CIRP), an Operations & Maintenance Navigation research program 
at the Coastal and Hydraulics Laboratory, Engineer Research and Devel-
opment Center, U.S. Army Corps of Engineers. The CMS consists of two 
main components: a spectral wave transformation model named CMS-
Wave (see Lin et al. 2008; 2011a,b) and a hydrodynamic, salinity, sedi-
ment and morphology change model named CMS-Flow (see Wu et al. 
2010; Sánchez et al. 2011a,b).  

Both CMS-Wave supports regular and nonuniform Cartesian grids while 
the CMS-Flow supports regular, nonuniform, telescoping, and stretched 
telescoping Cartesian grids. The CMS-Wave and CMS-Flow models are 
tightly coupled within a single “inline” code. The CMS-Wave and CMS-
Flow grids may be the same or have different spatial extents and resolu-
tions.  

CMS-Flow uses the Finite Volume Method and has both fully explicit and 
fully implicit time stepping schemes. Detailed descriptions of the CMS-
Flow mathematical formulations and explicit time marching schemes are 
provided in Militello et al. (2004) and Buttolph et al. (2006) and are not 
repeated here. Several verification and validation tests were presented for 
hydrodynamics, sediment transport, and morphology change in Sánchez 
et al. (2011a,b). The present report provides an updated description of the 
mathematical formulations and implicit time marching schemes which 
have not been covered in previous CMS-Flow reports.  

The hydrodynamic model solves the depth-integrated and wave-averaged 
hydrodynamic equations and includes physical processes such as advec-
tion, turbulent mixing, combined wave-current bottom friction; wave mass 
flux; wind, atmospheric pressure, wave, river, and tidal forcing; Coriolis 
force; and the influence of coastal structures (Buttolph et al. 2006a; Wu 
et al. 2010). The fully implicit hydrodynamic model uses the SIMPLEC 
(van Doormaal and Raithby 1984) algorithm on a collocated grid. The in-
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ter-cell velocities are calculated using a Rhie and Chow (1983) type mo-
mentum interpolation method.  

The implicit hydrodynamic model is integrated with a total-load nonequi-
librium and multiple-sized sediment transport model and includes 
processes such as hiding and exposure, bed sorting and gradation, bed 
slope effects, nonerodible surfaces, and avalanching. The sediment trans-
port model solves a depth-integrated and wave-averaged total-load sedi-
ment transport, bed sorting and change equations simultaneously using an 
iterative method. The salinity and sediment transport equations are solved 
on the same Cartesian grid as the hydrodynamics and in the case of the 
implicit time stepping scheme use the same time step as the hydrodynam-
ics. 

The latest guidance, documentations and downloads for the Coastal Mod-
eling System are available at: http://cirp.usace.army.mil/ and from the 
CIRP wiki: http://cirp.usace.army.mil/wiki/Main_Page. 

 

http://cirp.usace.army.mil/a
http://cirp.usace.army.mil/wiki/Main_Page
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